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A COUNTEREXAMPLE FOR CHARACTERIZING
AN INVARIANT SUBSPACE OF A MATRIX ∗

HUBERT SCHWETLICK† AND KATHRIN SCHREIBER‡

Abstract. As an alternative to Newton’s method for computing a simple eigenvalue and corresponding eigen-
vectors of a nonnormal matrix in a stable way, an approach basedon singularity theory has been proposed by
Schwetlick/L̈osche [Z. Angew. Math. Mech., 80 (2000), pp. 9–25]. In this paper, by constructing a counterexample
with a singular linear block operator, it is shown that a straightforward extension of this technique to the computation
of invariant subspaces of dimensionp > 1 will not work, in general. Finding this counterexample required a detailed
study of the linear block operator.

Key words. Eigenvalue problem, simple invariant subspace, block Newtonmethod, block Rayleigh quotient
iteration.
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1. Introduction. Consider the eigenvalue problem

Ax = λx (1.1)

with an arbitrary matrixA ∈ C
n×n and suppose thatλ1 ∈ C is an algebraically simple

eigenvalue with normalized right and left eigenvectorsx1 andy1, resp., i.e.,ker(A− λ1I) =
span {x1}, ker(A−λ1I)H = span {y1}, ‖x1‖ = ‖y1‖ = 1, yH

1 x1 6= 0. Here‖·‖ denotes the
Euclidean norm, and the spectral norm in case of matrices. Inorder to compute the eigenpair
(x1, λ1), the normalization conditionwHx = 1 is added to the invariance condition (1.1)
wherew ∈ C

n is a normalizing vector with‖w‖ = 1 andwHx1 6= 0. This leads to the
extended system

Fw(x, λ) =

[

(A − λI)x
wHx − 1

]

= 0, (1.2)

which is solved by the pair(x∗, λ∗) = (x1/(wHx1), λ1). The Jacobian

∂Fw(x, λ) =

[

A − λI −x
wH 0

]

(1.3)

is nonsingular at the solution if and only ifλ1 is algebraically simple. Hence, under the
assumption thatλ1 is simple, Newton’s method can be applied to (1.2).

Typically the basic Newton step (cf. [16]) is modified in that only the normalized new
x-part is used, whereas the newλ-part is computed as Rayleigh quotient [11]. This yields
the locally quadratically, for HermitianA even cubically, convergent Rayleigh quotient iter-
ation; cf. [11, 12]. In the limit, with the optimal normalizing vectorw = x1, the inverse
Jacobian (1.3) is bounded from below as follows

∥

∥∂Fx1
(x1, λ1)

−1
∥

∥ =

∥

∥

∥

∥

∥

[

A − λ1I −x1

xH
1 0

]−1
∥

∥

∥

∥

∥

≥
1

| yH
1 x1|

;
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cf. [13]. Hence, ifx1 andy1 are almost orthogonal, i.e., ifλ1 is strongly ill-conditioned
(which can occur ifA is strongly nonnormal), then the norm of the inverse Jacobian may
be arbitrarily large. The reason lies in the bordering vector −x1 in the upper block, which
is then almost orthogonal to the missing directionspan {y1} in the rangeIm(A − λ1I) =

span {y1}
⊥.

In order to circumvent this possible growth of the inverse Jacobian, in [13] an alternative
approach has been introduced using techniques from singularity theory of nonlinear equa-
tions. There, the eigenvalueλ1 is characterized by the following system

C(λ, u, v)

[

x
µ

]

=

[

A − λI v
uH 0

] [

x
µ

]

=

[

0
1

]

⇔

{

(A − λI)x + vµ = 0,
uHx = 1,

(1.4)

whereu, v are normalized approximations tox1, y1, respectively. SinceC(λ1, u, v) is nonsin-
gular ifxH

1 u 6= 0 andyH
1 v 6= 0 [13], it is also nonsingular forλ close toλ1. Hence, for suchλ,

the system (1.4) uniquely definesx = x(λ), µ = µ(λ) as functions ofλ. Moreover, we have
µ(λ1) = 0 andx(λ1) = x1/(uHx1). Applying one Newton stepθ 7→ θ+ = θ − µ(θ)/µ̇(θ)
to µ(λ) = 0 for given u, v from the current approximationλ = θ, yields the generalized
Rayleigh quotient

θ+ =
y(θ)HAx(θ)

y(θ)Hx(θ)

(cf. [13]), wherex = x(θ) comes from the primal system (1.4), whereasy = y(θ) is part of
the solution of the dual system

C(λ, u, v)H

[

y
ν

]

=

[

(A − λI)H u
vH 0

] [

y
ν

]

=

[

0
1

]

⇔

{

(A − λI)Hy + uν = 0,
vHy = 1,

which definesy = y(λ), ν = ν(λ) as functions ofλ. Note thatµ(λ) ≡ ν̄(λ), hence
ν(λ1) = 0 andy(λ1) = y1/vHy1. New bordering right and left eigenvector approximations
are given byu+ = x(θ)/ ‖x(θ)‖, v+ = y(θ)/ ‖y(θ)‖. This generalized Rayleigh quotient
iteration (GRQI), which is similar to Parlett’s alternating RQI [12], converges quadratically;
cf. [13].

The so defined matrixC(λ, u, v) is independent of the conditioning of the eigenvalue,
since we have in the limit

∥

∥C(λ1, x1, y1)
−1

∥

∥ =

∥

∥

∥

∥

∥

[

A − λ1I y1

xH
1 0

]−1
∥

∥

∥

∥

∥

= max

{

1

σn−1(A − λ1I)
, 1

}

,

whereσn−1(A − λ1I) denotes the smallest positive singular value ofA − λ1I. This result
can be derived by forming a unitary decomposition ofC(λ1, x1, y1) using the singular value
decomposition

A − λ1I = [Y1 y1 ]

[

Σ1 0
0 0

]

[X1 x1 ]H ,

whereΣ1 = diag(σ1(A − λ1I), . . . , σn−1(A − λ1I)) is nonsingular. Hence, the norm
does not grow like1/|yH

1 x1| as in the direct Newton approach. In this sense the matrices of
the alternative method are optimally bordered. When, for large scale problems, the arising
linear systems are solved by Krylov subspace methods, then in case of very ill-conditioned
eigenvalues, the better behavior ofC−1 compared to∂F−1

u leads to a better performance of
the alternative approach.
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If λ1 is not simple, then both approaches lead to systems which aresingular at the solu-
tion, and ifλ1 belongs to a cluster the inverses will have large norms. In these cases, block
methods which determine invariant subspaces belonging to asubset of the spectrumλ(A)
are the methods of choice. Such block methods for computing invariant subspaces have been
considered already in [5, 7, 14], and all three are discussed in [6]. Whereas the standard
Newton approach can be generalized in a straightforward wayto the block case (cf. [4, 8, 10]
and [2, 1] for block Rayleigh quotient iterations on Grassmann manifolds) it was not clear
whether this is possible for the alternative, singularity theory based approach. In this paper
we show that this is not the case by constructing a counterexample where the block system is
singular at the solution, so it does not uniquely define the singularity function.

The next subsection gives a short review on the standard block Newton approach, Sec-
tion 2 introduces the block formulation of the alternative ansatz(1.4). Section3 characterizes
the so defined operator and its matrix representation. Section 4 develops conditions on the
nonsingularity of the operator, and Section5 provides the counterexample, i.e., a singular
operator.

In what follows the spectrum ofM will be denoted byλ(M).

1.1. The standard block Newton approach.We start with some facts and notation
from [15]. Recall that finding an invariant subspaceX = Im X of dimensionp to A means
finding a matrixX ∈ C

n×p with rankX = p and a square matrixL ∈ C
p×p such that

AX = XL. (1.5)

Now let X = X1 with XH
1 X1 = Ip define a right invariant subspaceIm X1 of A, i.e.,

AX1 = X1L1, hence,L = L1 = XH
1 AX1. If Y2 ∈ C

n×q, p + q = n, is chosen such that
[X1 Y2] is unitary, then we obtain the block Schur decomposition

A = [X1 Y2]

[

L1 H
0 L2

]

[X1 Y2]
H . (1.6)

Obviously, we haveλ(L1) ∪ λ(L2) = λ(A). If λ(L1) ∩ λ(L2) = ∅, thenIm X1 is called
asimpleinvariant subspace, andIm X1 is simple if and only if the linear mapping

T = T (L1, L2) : Z ∈ C
p×q 7−→ T [Z] = L1Z − ZL2 ∈ C

p×q

is nonsingular. In what follows we suppose thatIm X1 is a simple invariant subspace.
A normalization conditionWHX = Ip, with W ∈ C

n×p andWHW = Ip, in the direct
block Newton approach is added to the invariance condition (1.5), which yields the extended
block system

FW (X,L) =

[

AX − XL
WHX − Ip

]

=

[

0n×p

0p×p

]

(1.7)

for (X,L) as the natural generalization of (1.2). If XH
1 W ∈ C

p×p is nonsingular, which is
equivalent to∡( Im W, Im X1) < π/2, then (1.7) is solved by the pair

(X∗, L∗) = (X1Φ,Φ−1L1Φ),

whereΦ = (XH
1 W )−H . The derivative ofFW is given by

∂FW (X,L)[S,M ] =

[

AS − SL − XM
WHS

]

.
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One can show that∂FW (X∗, L∗) is a nonsingular linear operator onCn×p × C
p×p if and

only if Im X1 is simple; cf., for instance, [4]. In this case Newton’s method can be applied.
The Newton step(U,Θ) 7→ (U+,Θ+), whereU+ = U + S, Θ+ = Θ + M with W = U , is
defined by the linearized block systemFU (U,Θ) + ∂FU (U,Θ)[S,M ] = 0, i.e.,

[

AS − SΘ − UM
UHS

]

= −

[

AU − UΘ
0

]

, (1.8)

for the Newton correction(S,M). The upper block of this system is a Sylvester equation. In
order to simplify the solution of this system, the plain Newton step is modified in that(U,Θ)
is chosen as a Schur pair, i.e., such thatΘ = UHAU is upper triangular (diagonal in the
Hermitian case), so that the Bartels-Stewart algorithm [3] can be applied. The basisU+ ob-
tained by Newton’s method is then orthonormalized by the modified Gram-Schmidt process,
U+ = mgs(U+), and undergoes a Rayleigh-Schur process (Rayleigh-Ritz inthe Hermitian
case) to deliver the final Schur (Ritz) pair(U+,Θ+) = rs (U+); for details see [10] for the
caseA = AT , which extends readily toA = AH , [4] for generalA, and [8] for the real
symmetric case.

2. The generalized block system.In this section we want to extend the alternative
system (1.4) for the characterization of an invariant subspace. The straightforward block
generalization of (1.4) yields

C(L,U, V )[X,M ] =

[

AX − XL + V M
UHX

]

=

[

0n×p

Ip

]

, (2.1)

with givenL ∈ C
p×p and bordering matricesU, V ∈ C

n×p, with UHU = V HV = Ip, and
unknownsX ∈ C

n×p, M ∈ C
p×p. The linear operatorC(L,U, V ) of (2.1) differs from the

operator in (1.8) in that the matrix−U in the upper block is replaced byV . If, for a certain
L = L∗, there is a solution(X,M) = (X∗,M∗) with M∗ = 0, thenX = X∗ satisfies

R(L∗)[X] = AX − XL∗ = 0, (2.2)

i.e., X∗ then defines an invariant subspaceX = ImX∗ of A with spectrumλ(L∗). Due to
UHX∗ = Ip, this subspace has dimensionp.

Under the assumption thatXH
1 U ∈ C

p×p is nonsingular, whereImX1 is the sim-
ple invariant subspace we are looking for, the block singularity system has the solution
(X∗,M∗) = (X1Φ, 0), whereΦ = (XH

1 U)−H andL = L∗ = Φ−1L1Φ. Thus, if the
linear operatorC(L∗, U, V ) defined in (2.1) is nonsingular, then this solution is unique, and
for L close toL∗ system (2.1) uniquely definesX = X(L), M = M(L) as functions ofL,
whereX(L∗) = X∗, M(L∗) = 0. In this case, the Newton method can be applied to the
equationM(L) = 0 in order to find its solutionL∗, where thep2-dimensional singularity
functionM : L ∈ C

p×p 7→ M(L) ∈ C
p×p is implicitly defined by the block system (2.1).

3. The operatorC(L, U, V ). We want to have a closer look at the operatorC(L,U, V )
defined in (2.1) at the solution, and start with characterizing the corresponding invariant sub-
spaces. Following [15] we construct a similarity transformation which bringsA to block
diagonal formdiag(L1, L2) with L1, L2 from the Schur decomposition (1.6), i.e.,

A = [X1 X2]

[

L1 0
0 L2

]

[X1 X2]
−1 ⇔ AH = [Y1 Y2]

[

LH
1 0
0 LH

2

]

[Y1 Y2]
−1,

whereY1 = X1 −Y2Q
H , X2 = Y2 + X1Q, such that[X1 X2] is nonsingular and[X1 X2] =

[Y1 Y2]
−H . It is easy to see that the block diagonal form is achieved if and only if Q satisfies

T (L1, L2)[Q] = L1Q − QL2 = −H = −XH
1 AY2.
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Recall that this equation is uniquely solvable, sinceT is nonsingular due to the simplicity of
Im X1.

We also need a block Schur decomposition

AH = [Ŷ1 X̂2]

[

L̂H
1 ĤH

0 L̂H
2

]

[Ŷ1 X̂2]
H , (3.1)

of AH , with unitary[Ŷ1 X̂2]. Some straightforward computations give

Ŷ1 = Y1D
−1/2
1 = (X1 − Y2Q

H)D
−1/2
1 , L̂1 = D

−1/2
1 L1D

1/2
1 ,

X̂2 = X2D
−1/2
2 = (Y2 + X1Q)D

−1/2
2 , L̂2 = D

1/2
2 L2D

−1/2
2 ,

(3.2)

andĤ = D
−1/2
2 QHL1D

1/2
1 −D

1/2
2 L2Q

HD
−1/2
1 , whereD1 = I +QQH , D2 = I +QHQ.

We can now start investigating the operatorC at the solutionL∗ = Φ−1L1Φ, where we
assume thatU , V satisfyUHU = V HV = Ip as above and, additionally, thatXH

1 U and
Ŷ H

1 V are nonsingular. More precisely, we wish to know whether thesystem

C(L∗, U, V )[X,M ] =

[

AX − XL∗ + V M
UHX

]

=

[

0
Ip

]

(3.3)

has other solutions than(X∗,M∗) = (X1Φ, 0), Φ = (XH
1 U)−H , i.e., whether the operator

C(L∗, U, V ) is nonsingular. Recall that the mapping[X,M ] 7→ C(L,U, V )[X,M ] is linear
in the arguments.

3.1. The mappingX 7→ R(L∗)[X] = AX − XL∗. In order to gain some insight
into (3.3) we want to examine the nullspace ofR(L∗) and its dimension, i.e., we wish to find
all solutionsX of the Sylvester equation (2.2). ConsideringL∗ = Φ−1L1Φ, we obtain

R = R(L∗)[X] = AX − XΦ−1L1Φ = {A(XΦ−1) − (XΦ−1)L1}Φ = 0.

Writing XΦ−1 as

XΦ−1 = [X1 X2][X1 X2]
−1XΦ−1 = [X1 X2][Y1 Y2]

HXΦ−1 = X1B + X2Z2

with B = Y H
1 XΦ−1, Z2 = Y H

2 XΦ−1, and consideringAXj = XjLj , j = 1, 2, we end up
with

RΦ−1 = A(X1B + X2Z2) − (X1B + X2Z2)L1 = [X1 X2]

[

L1B − BL1

L2Z2 − Z2L1

]

= 0.

Thus, we haveR = 0 if and only if L1B − BL1 = 0 andL2Z2 − Z2L1 = 0. SinceImX1

is simple, the latter condition impliesZ2 = 0. Hence, the kernel is given by

ker R(L∗) = {X : AX − XL∗ = 0} = {X = X1BΦ : L1B − BL1 = 0}. (3.4)

However, the dimension̂p := dim kerR(L∗) seems to be less clear. Using the Jordan decom-
positions ofL1 we obtain the boundsp ≤ p̂ ≤ p2, wherep̂ = p if L1 hasp different eigenval-
ues which is the generic case, andp̂ = p2 if L1 = λ1 Ip. In the latter caseL1B − BL1 = 0
is solved by anyB ∈ C

p×p. Gantmacher [9] gives an exact formula for̂p, namely

p̂ =

u
∑

α=1

u
∑

β=1

δαβ ,
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whenL1 has the elementary divisors(λ − λ1)
s1 , (λ − λ2)

s2 , . . . , (λ − λu)su , wheres1 +
s2 + . . . + su = p, andδαβ is defined as the degree of the greatest common divisor of the
polynomials(λ − λα)sα and(λ − λβ)sβ .

With p̂ as above we obtain

ker R(L∗) = {X : AX − XL∗ = 0} = span{X(1), . . . ,X(p̂)},

with X(i) = X1BiΦ, and{Bi}
p̂
i=1 are linearly independent solutions ofL1B − BL1 = 0.

Note thatB1 = Ip is always a solution and definesX∗ = X1Φ.

3.2. Unitary decomposition. For the analysis of the operatorC(L∗, U, V ) it turned
out to be more promising to treat system (3.3) in terms of vector notation using Kronecker
products. This will lead to an SVD-like decomposition. As usual, for a matrixA = (aij) ∈
C

m×n, the vectorvec(A) = (a11, . . . , am1, a12, . . . , a1n, . . . , amn)T ∈ C
mn contains the

entries ofA in columnwise order.
Writing vec(R(L∗)[X]) = R(L∗) · vec(X), vec(V M) = V · vec(M), vec(UHX) =

UH ·vec(X), whereR(L∗) = Ip⊗A−LT
∗ ⊗In, V = Ip⊗V , UH = Ip⊗UH , equation (3.3)

can equivalently be written as the standard linear system
[

R(L∗) vec(X) + V vec(M)
UH vec(X)

]

=

[

R(L∗) V
UH 0

] [

vec(X)
vec(M)

]

=

[

vec(0)
vec(I)

]

.

Actually, the matrix

C(L∗) = C(L∗, U, V ) =

[

R(L∗) V
UH 0

]

∈ C
(np+p2)×(np+p2) (3.5)

forms the matrix representation of the operatorC(L∗, U, V ), and it has the same structure
as the matrix in system (1.4) which characterizes the algorithm GRQI. Thus, the skew non-
Hermitian bordering of the eigenvalue problem designed to yield optimal condition numbers
is transferred to the block case.

We are interested in a unitary block SVD-like reduction of the large matrixC. Therefore,
from now on we choose{X(i)}p̂

i=1 with X(i) = X1BiΦ as orthonormal basis of the kernel
of R(L∗) with respect to the scalar product in thevec(X)-space, i.e., we chooseBi such that
vec(X(i))H vec(X(j)) = trace(ΦHBH

i BjΦ) = δi,j (i, j = 1, . . . , p̂).
It is easy to verify that a basis forker R(L∗)

H , whereR(L∗)
H is defined by

R(L∗)
H [Y ] = AHY − Y LH

∗ ,

is given by{Ỹ (i)}p̂
i=1, with Ỹ (i) = Ŷ1D

1/2
1 BH

i Φ−H ; cf. (3.1) and (3.2). The matrix repre-
sentation of this operator is justR(L∗)

H = Ip⊗AH−L̄∗⊗In. Then one can findCi ∈ C
p×p

such thatY (i) = {Y1D
1/2
1 CH

i Φ−H}p̂
i=1 is an orthonormal basis of this nullspace. Finally,

the p̂-dimensional bases constructed above can be extended such that{X(i) = X1BiΦ}p2

i=1

and{Y (i) = Y1D
1/2
1 CH

i Φ−H}p2

i=1 are orthonormal bases of thep2-dimensional linear spaces

{X = X1BΦ : B ∈ C
p×p}, {Y = Ŷ1D

1/2
1 CHΦ−H : C ∈ C

p×p},

respectively.
Let f (i) = vec(BiΦ), h(i) = vec(D

1/2
1 CH

i Φ−H). Then, introducing the vectors

x(i) = vec(X(i)) = (I ⊗ X1)f
(i), y(i) = vec(Y (i)) = (I ⊗ Ŷ1)h

(i), (3.6)
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we finally define the matrices̃X =
[

X̃1 | X̃21 | X̃22

]

, Ỹ =
[

Ỹ1 | Ỹ21 | Ỹ22

]

, where

X̃ =
[

x(np) . . . x(p2+1) |x(p2) . . . x(p̂+1) |x(p̂) . . . x(1)
]

,

andỸ is decomposed analogously. Here,X̃1 andỸ1 are chosen such that̃X, Ỹ are unitary.
Note thatkerR(L∗) = Im(X̃22), kerR(L∗)

H = Im(Ỹ22), i.e.,RX̃22 = 0 andRH Ỹ22 = 0.
Thus, in the style of the singular value decomposition, we end up with

Ỹ HR(L∗)X̃ =





Ỹ H
1 RX̃1 Ỹ H

1 RX̃21 Ỹ H
1 RX̃22

Ỹ H
21RX̃1 Ỹ H

21RX̃21 Ỹ H
21RX̃22

Ỹ H
22RX̃1 Ỹ H

22RX̃21 Ỹ H
22RX̃22



 =





Σ11 Σ12 0
Σ21 Σ22 0
0 0 0



 =: Σ, (3.7)

andC(L∗) can be decomposed in the following way

C(L∗, U, V ) =

[

R V
UH 0

]

=

[

Ỹ ΣX̃H V
UH 0

]

=

[

Ỹ 0
0 I

]

C̃(L∗, U, V )

[

X̃ 0
0 I

]H

,

where

C̃(L∗, U, V ) :=

[

Σ Ỹ HV

UHX̃ 0

]

=









Σ11 Σ12 0 V1

Σ21 Σ22 0 V21

0 0 0 V22

UH
1 UH

21 UH
22 0









. (3.8)

4. Conditions for nonsingularity. In what follows we choose the orthonormal border-
ing matricesU = X1, V = Ŷ1, which are optimal in that they minimize‖(UHX1)

−1‖,
‖(V H Ŷ1)

−1‖. This choice impliesΦ = (UHX1)
−1 = I, hence,X∗ = X1, L∗ = L1, and

U1 = V1 = 0 in (3.8). It also follows that[UH
21 | U

H
22 ] and[VH

21 | V
H
21 ] are unitary.

This section starts with equivalent statements on the nonsingularity of the block matrix
C(L∗, U, V ) = C(L1,X1, Ŷ1) and provides a theorem on the general feasibility of matrix
borderings.

THEOREM 4.1. Let X1 ∈ C
p×n with XH

1 X1 = Ip, AX1 = X1L1, define a simple
invariant subspaceIm X1 of A ∈ C

n×n. Moreover, letŶ1 ∈ C
p×n, with Ŷ H

1 Ŷ1 = Ip and
AH Ŷ1 = Ŷ1L̂

H
1 , define a corresponding invariant subspaceIm Ŷ1 of AH ; cf. (3.1). Define

X̂2, Y2 according to(1.6) and (3.1). Then, the following statements are equivalent:
(i) The linear operatorC(L1,X1, Ŷ1) defined in(2.1) (or, equivalently, its matrix rep-

resentationC(L1,X1, Ŷ1) defined in(3.5), or its transformed versioñC(L1,X1, Ŷ1)
defined in(3.8)) is nonsingular.

(ii) The matrixΣ11 defined in(3.7) is nonsingular.
(iii) We haveλ(P ) ∩ λ(L1) = ∅, whereP = (X̂H

2 AY2)(X̂
H
2 Y2)

−1.
Proof. Let us prove the equivalence of(i) and(ii). Due to the choiceU = X1, V = Ŷ1,

the matrixC̃(L1,X1, Ŷ1) reduces to

C̃(L1) =

[

Σ11 Σ̃12

Σ̃H
21 S2

]

,

with Σ̃12 := [Σ12 | 0 | 0 ], Σ̃21 := [ΣH
21 | 0 | 0 ], and the nonsingular matrix

S2 =





Σ22 0 V21

0 0 V22

UH
21 UH

22 0



 with S−1
2 =





0 0 U21

0 0 U22

VH
21 VH

22 −VH
21Σ22U21



 .
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Therefore, the Schur complementS1 of S2 exists, andC̃(L1,X1, Ŷ1) is nonsingular if and
only if S1 is nonsingular. ButS1 = Σ11 − Σ̃12S

−1
2 Σ̃H

21 = Σ11.
Last, we show the equivalence of(i) and(iii). Equation (3.7) providesΣ11 = Ỹ H

1 RX̃1.
Now decompose the unitary matrix̃X in two instead of three parts

X̃ = [X̃1 | X̃2] = [x(np) · · ·x(p2+1) |x(p2) · · ·x(1)],

i.e., X̃2 = [X̃21 X̃22]. Sincex(i)H

x(j) = x(i)H

(I ⊗ X1)f
(j) = 0 for i = p2 + 1, . . . , np,

j = 1, . . . , p2 (cf. (3.6)), the orthogonality conditions yieldXH
1 X(i) = 0 and, consequently,

x(i)H

(I ⊗ X1) = 0 which is equivalent to(I ⊗ XH
1 )x(i) = vec(XH

1 X(i)) = 0. Hence, and
because we haveXH

1 Y2 = 0, the existence of matricesKi of sizeq × p follows, such that
X(i) = Y2Ki. This givesx(i) = (I ⊗ Y2)k

(i) wherek(i) := vec(Ki).
SettingK̃1 = [k(np) . . . k(p2+1)] leads to the representatioñX1 = (I ⊗ Y2)K̃1. Because

of

x(i)H

x(j) = k(i)H

(I ⊗ Y H
2 )(I ⊗ Y2)k

(j) = k(i)H

k(j) = δij ,

the matrixK̃1 is unitary. Analogously, one obtains̃Y1 = (I ⊗ X̂2)Ñ1, where the matrix
Ñ1 = [n(np) . . . n(p2+1)] is unitary. Applying both results gives

Σ11 = Ỹ H
1 RX̃1 = ÑH

1 (I ⊗ X̂H
2 )R(I ⊗ Y2)K̃1

= ÑH
1

[

I ⊗ X̂H
2 AY2 − LT

1 ⊗ X̂H
2 Y2

]

K̃1

= ÑH
1

[

I ⊗ (X̂H
2 AY2)(X̂

H
2 Y2)

−1 − LT
1 ⊗ I

]

(I ⊗ X̂H
2 Y2)K̃1.

Since all other factors are nonsingular,Σ11 is nonsingular if and only if the inner factor
I ⊗ P − LT

1 ⊗ I is nonsingular whereP := (X̂H
2 AY2)(X̂

H
2 Y2)

−1. But this is equivalent to
the nonsingularity of the mappingT (P,L1)[Z] = PZ − ZL1, i.e., to the condition
λ(P ) ∩ λ(L1) = ∅.

SinceX̂H
2 Y2 = D

−1/2
2 andX̂H

2 AY2 = D
−1/2
2 (D2L2 − QHL1Q), we obtain a more

convenient expression forP , namely

P = D
1/2
2 (L2 − QHL1Q)D

1/2
2 ,

which made it possible to construct our counterexample; seeSection5.

4.1. Feasible borderings.The analysis of block matrices with four blocks gives the
following general result on nonsingularity.

THEOREM 4.2. Let

G =

[

G11 G12

GH
21 GH

22

]

,

whereG11 ∈ C
n×n, G12, G21 ∈ C

n×p, G22 ∈ C
p×p and let

X =

[

X
M

]

∈ C
(n+p)×p

such thatker[G11 G12] = ImX . Then, the block matrixG is nonsingular, if and only if
rank [G11 G12 ] = n and[GH

21 GH
22]X is nonsingular.
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Proof. For the nonsingularity of the block matrixG it is clearly necessary that[G11 G12 ]
has full row rank, i.e., the dimension of the kernel of[G11 G12 ] equalsp. Suppose there exist
x ∈ R

n,m ∈ R
p, such that

G

[

x
m

]

=

[

G11 G12

GH
21 GH

22

] [

x
m

]

=

[

0
0

]

⇐⇒

{

G11x + G12m = 0,
GH

21x + GH
22m = 0.

(4.1)

Then the upper block implies
[

x
m

]

∈ ker
[

G11 G12

]

= ImX ,

i.e.,x = Xs, m = Ms, for some vectors. Inserting this representations into the lower block
of equation (4.1) yieldsGH

21Xs + GH
22Ms = 0. Since[GH

21 GH
22]X is nonsingular, we have

s = 0, and hencex = 0 andm = 0.

A similar statement holds if one considers the left part ofG instead of the upper one.
Note, thatp > dim ker(G11) is feasible. Moreover, the nonsingularity of[GH

21 GH
22]X is

equivalent to

∡

(

Im

[

G21

G22

]

, ImX

)

<
π

2
.

Applying Theorem4.2to our case, i.e., to the matrixC(L1,X1, Ŷ1), we consider the left

block
[

RH U
]H

. ThenRx = 0 holds, if and only ifx is an element from the kernel, i.e., if
x = X̃22ξ. Furthermore,UHx = 0 yieldsUHX̃22ξ = ŨH

22ξ = 0 implying ξ = 0, i.e., the
full rank condition is always fulfilled. In this sense, the bordering withU is feasible. When
looking at the conjugate transposed ofC, which is required for the computation of the left
invariant subspace, the feasibility ofV is easily verified as well.

5. The counterexample.While trying to prove the nonsingularity of the linear opera-
tor C(L1,X1, Ŷ1) we found a counterexample, i.e., a singular matrixC(L1,X1, Ŷ1). Using
Theorem4.1(iii) we eventually generated the following matrix

A =













1 1 −1 0 −1
0 −1 0 3 5
0 0 0 1 0
0 0 0 2 1
0 0 0 0 3













=

[

L1 H

0 L2

]

= [X1 Y2 ]HA[X1 Y2 ],

where[X1 Y2 ] = [e1 e2 | e3 e4 e5] , i.e., L∗ = L1, X∗ = X1 andAX1 = X1L1, i.e.,
Im X1 is a simple invariant subspace ofA with spectrumλ(L1) = {1,−1}. The induced
14 × 14 matrix

C(L1,X1, Y1) =

[

I ⊗ A − LT
1 ⊗ I I ⊗ Y1

I ⊗ XT
1 0

]

is singular. Here, we have used the exact invariant subspaceof AT spanned by

V = Y1 =

[

1 0 −1 0 0
0 1 0 −1 −1

]T

,

though it is not orthonormal. Nevertheless, the rank ofC is the same forV = Y1 and its
orthonormalized versionV = Ŷ1 = Y1(Y

H
1 Y1)

−1/2.
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The upper block ofC(L1) has full row rankn · p = 10, the left block has full column
rank 10, but C(L1) has rank drop 1. Examination of the structure of the involvedmatrices
shows where the singularity results from. We check condition (iii) of Theorem4.1. Recall,
that P = D

1/2
2 L2D

1/2
2 − D

1/2
2 QHL1QD

1/2
2 . Since the first column ofL2 is zero, the

first column ofD1/2
2 L2D

1/2
2 is zero, as well. Hence, wheneverD

1/2
2 QHL1QD

1/2
2 is such

that the first column equalsλie1, whereλi and−λi are eigenvalues ofL1, then−λi is an
eigenvalue ofP , too. If p > q, then the eigenvalues ofD1/2

2 QHL1QD
1/2
2 form a subset of

the eigenvalues ofL1, becauseL1 is p × p andQD
1/2
2 is p × q. Otherwise, as holds for the

example matrix wherep = 2 andq = 3, no correlation in general exists. To make a general
statement seems quite complicated, since the matricesD2, Q, H, L1 andL2 depend on each
other. The exceptional matrix arises through interaction of all of these.

6. Conclusions and outlook.The counterexample presented in this paper shows that
a straightforward generalization of the singularity theory based approach for characterizing
invariant subspaces fromp = 1 to p > 1 does not work, in general.

One possibility to overcome this problem would be to changeC(L1) by introducing
a bottom right blockT ∈ C

p2
×p2

instead of the zero matrix, i.e., to work with

Cmod(L) =

[

I ⊗ A − LT ⊗ I I ⊗ V
I ⊗ UH T

]

.

Of course, there is always a matrixT such thatC is nonsingular; cf. Theorem4.2. However,
in order to implement the method efficiently, the matrixT should have the formT = I ⊗ T ,
with T ∈ C

p×p since then

Cmod(L) =

[

I ⊗ A − LT ⊗ I I ⊗ V
I ⊗ UH I ⊗ T

]

corresponds to the operatorCmod(L) defined by

Cmod(L)[X,M ] =

[

AX − XL + V M
UHX + TM

]

.

Anyway, this restriction in the choice ofT reduces the degree of freedom fromp4 to p2, and
it is an open question whether such aT can be found.

Secondly, instead of changing the matrix we could ask for which classes of matrices the
additional condition stated in Theorem4.1, part(iii), is satisfied, but this question is not yet
answered.
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