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ALGEBRAIC MULTIGRID SMOOTHING PROPERTY OF KACZMARZ’S
RELAXATION FOR GENERAL RECTANGULAR LINEAR SYSTEMS

�
CONSTANTIN POPA

�
Abstract. In this paper we analyze the smoothing property from classical Algebraic Multigrid theory, for general

rectangular systems of linear equations. We prove it for Kaczmarz’s projection algorithm in the consistent case and
obtain in this way a generalization of the classical well-known result by A. Brandt. We then extend this result for the
Kaczmarz Extended algorithm in the inconsistent case.
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1. Algebraic Multigrid (AMG) - some historical comments. In the early 80’s the
AMG methods have been designed for the solution of (sparse) linear systems of equations
using classical (geometric) multigrid ideas. The starting point and initial paper on the sub-
ject seems to be the 1982 Report [4] by Brandt, McCormick, and Ruge; see the references
from [6]. In the same period of time, at the occasion of the 1983 International MG Confer-
ence at Copper Mountain, three other basic papers were presented; see [5, 16, 19]. Not far
from this moment, in [17] Stüben and Ruge developed both theoretical aspects together with
implementation issues of the classical AMG, as we think of it today. Moreover, although the
initial theoretical results and efficient implementations were concerned with the class of sym-
metric M-matrices, recent developments, for which a rigorous convergence and optimality
theory (level independence, dimension independence, etc.) have been obtained, are related
to structured matrices (Toeplitz, circulants, sine/cosine, transform matrices, Hartley matri-
ces, etc.). These matrices are characterized by the shift invariance property joint with proper
boundary conditions; see [1, 2, 18] and references therein.

2. The smoothing property - definition and classical results. According to the ba-
sic principles of AMG, as described in the papers mentioned before, the smoother (AMG
relaxation) is usually fixed among the classical iterative methods (Gauss - Seidel, Jacobi,
Kaczmarz etc.). But, in order to design an efficient AMG code the smoothing property of
this smoother has to be properly formulated and proved. In this respect, we shall briefly re-
play in what follows the basic ideas and results from the classical AMG theory. Let � be
an ����� symmetric and positive definite matrix (SPD, for short), and �	��
 �� a given vec-
tor. By ����������� we shall denote the � -th row and ��������� -th element of � . All the vectors that
will appear will be column vectors and the superscript � will indicate the transpose. For the
purposes of this section we consider the system of linear equations��� �! �"�(2.1)

where � �  �$#&%'� is its unique solution. Let�)(��*
 � � �+�-,/. %  10 �-,32�4-�*57698:�(2.2);
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or componentwise

� ,'. %�  4 � 2 �<��= % 0 �>� �-,� �
be a (convergent) relaxation scheme for (2.1). Denoting by ?�@A�B@ C/�EDF@GD the Euclidean scalar
product and norm, respectively, we define the energy norms DH@)DJI and D�@)DLKNMPODRQFDLI  TS ?U�Q)��Q�C��VDRQFD K MPO  WS ?YX #Z% Q[�\QPC\�GQ]�*
 � � �(2.3)

where X  _^a`cbed �Y�f�  g^a`cbed �Y� %�% �LhBhLhB��� �e� �'h
REMARK 2.1. This special (diagonal) choice of X is related to the classical approach

considered in [17]. But, it can be replaced by any positive definite matrix X (see Remark 2 in
[1] and also [2]). This further degree of flexibility could be useful for refining the convergence
results.

Let � be a given approximation of � � , i� the one obtained after one step of the relaxation
scheme (2.2) applied to � and jP�Jijk��l the corresponding errors and residual defined byj  �Fmn� � �ol  �	j  ��7mp�"�qij  i�Fmn� � h(2.4)

DEFINITION 2.2. We say that the relaxation scheme � 2.2 � satisfies the smoothing prop-
erty (SP, for short) for the system � 2.1 � if there is a constant rtsu8 (independent of the
dimension � of � ) such that D�ijDLvI w DNj	D/vI mxryDRl]DLvK MPO h(2.5)

In what follows we shall present classical results about the SP property for some well-known
relaxation schemes of the type (2.2).
Gauss-Seidel. Let � ( �*
 �z� ; for 5  8[�L{|�BhLhBh do

� ,'. %�  {� �}� ~� � � m < �/��� � �>� � ,'. %� m < �/��� � �>� �-,�|�� ���-�  {|�BhLhBh/����h(2.6)

SOR. Let � ( �*
 �z� ; for 5  8:�B{|�BhLhLh do

� ,'. %�  ��{3m������ ,� 2 ��H�}� ~� � � m < �/�-� � ��� � ,'. %� m < �/��� � �>� � ,� �� ���-�  {k�LhLhBh/����h(2.7)

Kaczmarz. Let � ( �o
 �z� ; for 5  8:�L{k�LhBhLh do��� �� � ,E� (  � ,� ,E� �  � ,J� � #&%Nm��A�J��� � MPO � I �Y� #Z� �� I � � I �Y� � � ���  {k�LhLhBh/����h� ,'. %  � ,J� �(2.8)

The following result analyzes property (2.5) for the Gauss-Seidel relaxation (for the proof
see [7] and [21, Theorem A.3.1, p. 436]).
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THEOREM 2.3. Gauss-Seidel relaxation � 2.6 � for the system � 2.1 � satisfies � 2.5 � withr  _� ( given by � (  {��{�2 � # �Y�f���/��{N2 � . �U�	���(2.9)

and � # �Y�	�  ��$b"�%'� � �-� < �/�-� � � �>� ����A�]� � . �Y�f�  ��$b"�%'� � �-� < �/�-� � � �>� ����}� h(2.10)

In [11] we extended the above theorem for SOR relaxation (2.7) in the following way:
THEOREM 2.4. The SOR relaxation � 2.7 � for the system � 2.1 � satisfies � 2.5 � with r  1  (

given by   (  �!��¡�m������{�2   # �U�	���L��{¢2   . �Y�	���
and   # �Y�f�  ��$b"�%'� � �-� < �/�-� � � �>� �S � �}� � ��� �   . �Y�	�  £�$b"�%'� � �-� < �/��� � � ��� �S � �}� � ��� h(2.11)

REMARK 2.5. If the matrix � satisfies �z�}�  �3���k���������  {|�BhLhBh/��� (as is the case
in some finite differences approximations of boundary value problems or Toeplitz circulant
problems), then the constants

  # �Y�f�'�   . �Y�f� from � 2.11 � are equal with
� # �Y�f�'� � . �U�	� from� 2.10 � , respectively. Thus, in this case Theorem 2.4 is an extension of Theorem 2.3 for SOR

relaxation.
In order to derive an SP for Kaczmarz relaxation (2.8), we shall consider a general in-

vertible matrix ¤ (not necessarily SPD), ¥H�¦
 �§� a given vector and the linear system¤!� �H ¥J�(2.12)

with � � its unique solution. For a given approximation � of � � from (2.12), let i� be the
approximation of � � obtained after a Kaczmarz step (2.8) applied to � and j  �¨mg� � ,ij  i�*my� � and l  ¤Hj the corresponding errors and residual (see (2.4)). The following
theorem was first proved in [7]. But, we shall present in what follows another, more detailed
proof required for the results described in section 2 of the paper; see also Remark 2.9 below.

THEOREM 2.6. Using the above definitions and notation, Kaczmarz relaxation � 2.8 � for
the system � 2.12 � satisfies the following smoothing property (of the type � 2.5 ���D�ij	DLv w DNjD/vzmª©� ( D ©X O« l]DLv"�(2.13)

where ©X  1^a`cbed � {DN¤ % D v �LhBhLhB� {DR¤ � D v �'�(2.14)

©� (  {��{�2¬©� # �Y¤����/��{N2©� . �U¤H���(2.15)

and ©� # �U¤H�  ��$be�%�� � ��� < �/��� � ?U¤!����¤N�EC �DR¤ � D v �y©� . �Y¤��  ��$b"�%'� � �-� < �/�-� � ?Y¤!����¤¢�JC �DN¤ � D v h(2.16)
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Proof. Let 4 �  �Y8[�LhBhLh/�B{|�LhBhLh/�\8k��®y�¨
 �z�����  {k�LhLhBh/��� be the canonical basis. We first
observe that, because of the symmetry of � , �§4 �  � � the expression (2.6) can be written as
follows: � ( �*
 �z� given; for 5  8:�L{k�LhBhLh do��� �� � ,E� (  � ,� ,E� �  � ,E� � #Z%Nm�� I �J��� � MPO #�� � ¯ � �� I ¯ � � ¯ �Y� 4 � �+�  {|�BhLhLhL����h� ,'. %  � ,E� �(2.17)

Now, if we write the system (2.12) in the form�Y¤!¤ ® ��° �3 ¥"�±� �3 ¤ ® ° � �(2.18)

and we apply to it Gauss-Seidel relaxation (2.17) ( �  ¤H¤!®����  ¥ ) with the initial approxi-
mation ° ( , we get��� �� ° ,E� (  ° ,° ,E� �  ° ,E� � #Z%Rm��A²&³�´L�'� � MPO � ² � � #Zµ �¶ ² � ¶ « 4|���+�  {k�LhBhLh/����h° ,'. %  ° ,E� �(2.19)

If we multiply from the left in (2.19) by ¤!® and replace the terms of the form ¤�®·° ,E� � by � ,E� � ,
we obtain exactly the Kaczmarz step (2.8) applied to the system (2.12). Thus, the Kaczmarz
step (2.8) applied to the system (2.12) with an initial approximation of the form � (  ¤ ® ° ( ,
for some ° ( �¦
 �z� is equivalent to the Gauss-Seidel step (2.17) applied to the system (2.18),
with the initial approximation ° ( and setting � ,/. %  ¤!®&° ,'. % . But, because the matrix ¤H¤H®
is SPD, we can apply Theorem 2.3 for the Gauss-Seidel iteration and get (see (2.5) and (2.3))?��U¤!¤ ® � i¸ � i¸ C w ?��Y¤H¤ ® � ¸ � ¸ C+m¹©� ( ? ©XF¤H¤ ® ¸ �\¤!¤ ® ¸ C(2.20)

with ©X from (2.14), ©� ( computed as in (2.9)–(2.10) with ¤!¤H® instead of � , and with
¸ � i¸ the

corresponding errors with respect to the system (2.18). But, if jP�Jij and l are the corresponding
errors and residual, respectively for the Kaczmarz relaxation, we have the following relationsj  ¤ ® ¸ �qij  ¤ ® i¸ �
which when substituted into (2.20) give us (2.13) with the elements from (2.14)–(2.16) and
the proof is complete.

A similar result as in Theorem 2.6 can be proved for the Kaczmarz iteration with relax-
ation parameter (for short, � -Kaczmarz relaxation), as described below.� -Kaczmarz relaxation. Let � ( �¦
 � � ; for 5  8:�B{|�BhLhLh do��� �� � ,J� (  � ,� ,J� �  � ,E� � #Z%¢m��7�}�E�'� � MPO � I �U� #�� �� I � � I �U� � � ���  {|�LhBhLh/����h� ,/. %  � ,E� �(2.21)

THEOREM 2.7. Using the above definitions and notation, the � -Kaczmarz relaxation � 2.21 �
for the system � 2.12 � satisfies the following smoothing property (of the type � 2.5 � )DzijfD/v w DNjDLvzm ©  ( D ©X O« lfDLve�(2.22)
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with ©X from � 2.14 � and ©  (  �!�U¡�mn�����{�2 ©  # �Y¤H���/��{R2 ©  . �Y¤���� �(2.23)

©  # �Y¤��  ��$b"�%�� � ��� < �/�-� � ?Y¤ � �\¤ � C �DR¤H�ºD|DR¤N�	D � ©  . �Y¤H�  ��$b"�%'� � �-� < �/��� � ?U¤ � ��¤ � C �DN¤!�ºDkDR¤N�D h(2.24)

Proof. As in the proof of Theorem 2.6 we first show the equivalence between the � -
Kaczmarz and the SOR relaxation (2.7) written in the form (2.17); see also [10].

REMARK 2.8. The Kaczmarz iteration � 2.8 � or � 2.21 � is less efficient as smoother than
the Gauss-Seidel one � 2.6 � (see for a detailed discussion Remark 4.7.2, page 128 in [21]).
But, inspite of this, it has the advantage of being applicable to a much larger class of systems
(than the classical square invertible ones).

REMARK 2.9. We have to observe that in � 2.13 � and � 2.22 � , for the errors ij and j we
have the Euclidean norm, instead of the energy one from � 2.5 � . Moreover, the proofs of
Theorems 2.6 and 2.7 are based on Theorems 2.3 and 2.4, i.e., the matrix �  ¤H¤H® must
be SPD; thus, we cannot expect such a simple and direct extension of Theorems 2.6 and 2.7
to arbitrary noninvertible systems like � 2.12 � , because in such a case, the matrix ¤!¤�® is no
longer SPD. This extension will be proved in the next section of the paper, using a special
technique.

3. Smoothing property of Kaczmarz relaxation for arbitrary consistent systems.
Let ¤ be an »¼�o� matrix with ¤ �N½ 8:���-�  {|�LhBhLh�» and ¥H�o
 �z¾ such that the system¤3�  ¥(3.1)

is consistent. We shall denote by ¿¢�Y¤ � ¥/�/��Àq�U¤H�'�\�]�Y¤H� the solutions set for (3.1), null space
and range of ¤ , respectively. For a given vector subspace ÁÃÂV
 �	Ä , Å·ÆH���-� will be the
orthogonal projection onto Á of an element �Ç�È
 �Ä and ÁÉ will denote its orthogonal
complement. If ��Ê[Ë is the (unique) minimal norm solution of (3.1) it is well known that (see,
e.g., [3], [8]) �)Ê[Ë*�¦Àx�Y¤H� É  �]�Y¤ ® �/�*¿3�Y¤ � ¥/�  �)Ê[Ë2xÀq�U¤H�'h(3.2)

Thus, for a vector Q]�¦
 �z� we shall denote by ÌP�YQ�� the solution vector (see (3.2))ÌP�YQ��  Å+ÍHÎ ²ZÏ �YQ��Ð2q� Ê[Ë �¦¿¢�U¤ � ¥/�'h(3.3)

The Kaczmarz relaxation for (3.1) can be written as (see (2.8)): let � ( �y
 ��� be given; for5  8[�L{k�\¡NhBhLh do ��� �� � ,E� (  � ,� ,E� �  � ,J� � #&%Nm��A�J��� � MPO � ² � � #Zµ �¶ ² � ¶ « ¤!�����  {|�BhLhBh/��»¨h� ,'. %  � ,J� ¾(3.4)

The following results are known (see, e.g., [20]).
THEOREM 3.1. For any � ( �_
 �z� , the sequence ��� , � ,EÑ)( generated by the algorithm� 3.4 � has the properties Å+ÍHÎ ²ZÏ ����,e�  Å·ÍHÎ ²ZÏ �Y�[("�'�±�Z5F6Ò8(3.5)
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and Ó `A�,/Ô�Õ � ,  Å+ÍHÎ ²ZÏ ��� ( �Ð2q�)Ê)Ë  ÌP�Y� ( �'h
Let now ���¦
 �z� be a current approximation of ÌP��� ( � (generated by (3.4), for 5  8:���  � ( )
and i� the approximation after one step of (3.4) applied to � . Let jP�Jijk��l be the corresponding
errors and residual, defined by (according to (3.3) and (3.5))j  �FmpÌP���)(J�/�qij  i�FmpÌP���)(J�/�¦l  ¤!j  ¤3�Fm¨¤!� Ê[Ë  ¤3�Fmp¥Jh
Then, the generalization of Theorem 2.6 is the following.

THEOREM 3.2. Using the above definitions and notation, Kaczmarz relaxation � 3.4 � for
the system � 3.1 � satisfies the smoothing property � 2.13)– � 2.16 � .

Proof. Step 1. According to (3.4), the computation of i� from � can be written as��� �� � (  �� �  � � #Z%Rm��A�E� MPO � ² � � #Zµ �¶ ² � ¶ « ¤!���·�  {k�LhLhBh/��»¨hi�  �)¾(3.6)

Let Ö ¸ % � ¸ v �LhBhLhL� ¸ ¾§× be the canonical basis in 
 �§¾ and j � ��l � the errors and residuals defined
by j �  � � mpÌP�Y� ( �'�¦l �  ¤Hj � �+�  {k�LhBhLh/��»nh(3.7)

Then, for �  {|�BhLhBh/��» , we obtain (by also using the equality ¤ �  ¤H® ¸ � )j �  � � mpÌP�Y� ( �  � � #&%Nm��A�E� MPO � ² � � #�µ �¶ ² � ¶ « ¤H�Zm�Ìk�Y� ( � j � #Z%�m��A�E� MPO � ²&³[Ø �U� # � µ � Ø �Y�¶ ² � ¶ « ¤ �  j � #Z%Rm��AÙ\� MPO � Ø �Y�¶ ² � ¶ « ¤ �(3.8)

and l �  ¤!j �  l � #&% m ?�l � #&% � ¸ ��CDN¤ � D v ¤!¤H�\h(3.9)

From (3.8), taking the Euclidean norm and using again the equality ¤ �  ¤!® ¸ � and (3.7) we
obtain DNj � D v  DRj � #&%zD v m!¡��}Ù�� MPO � Ø � � �cÚ�� MPO � ² � �¶ ² � ¶ « 2Û�AÙ\� MPO � Ø � � «¶ ² � ¶ « DRj � #&% D v m �AÙ\� MPO � Ø �Y� «¶ ² � ¶ «  DNj � #&% D v m Î Ù � MPO� Ï «¶ ² � ¶ « �Ð�-�  {|�BhLhBh/��»¨�(3.10)

where l � #&%� is the � -th component of the residual vector l � #&% . But, because of (3.6) we have� (  �Ð�ki�  �-¾ , then j (  jP�Jij  jJ¾ . Thus, summing up in (3.10), we get

D�ijfD v  DRj	D v m ¾< �A= % �Yl � #Z%� � vDN¤!��D v h(3.11)

Step 2. Let now l �  ��l �% �LhBhLh/��l �¾ ��®t�T
 �z¾ be the dynamic residual (as called in [7]),
defined by l ��  l � #&%� ���  {k�LhBhLh/��»n�(3.12)
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i.e., l �� is the � -th component of the residual l � #&% (that is, the residual before the projection
on the � -th equation of (3.6)). From (3.11) and (3.12), we then getD�ij	D v  DRjfD v m ¾< �A= % ��l �� � vDR¤ � D v  DRj	D v mD ©X O« l � D v �(3.13)

with ©X from (2.14). On the other hand, from the equation (3.9), we successively obtainl �  l � #Z% m �}Ù�� MPO � Ø � �¶ ² � ¶Ü« ¤!¤ ® ¸ �  l � #Z% m9�ÞÝ¤ßÝ¤ ® � ¸ � ?�l � #Z% � ¸ � C l � #Z%¢mÒ� Ý¤ Ý¤!®G� ¸ � ¸ ®� l � #Z%  l � #&%Nmp�Á3�Ul � #&%|�(3.14)

where Ý¤  ©X O« ¤�*�  Ý¤ Ý¤ ® �oÁ3�  ¸ � ¸ ®� h(3.15)

Thus,���� ��� l|%  l ( mp�Á % l (  l�m¨�	Á % l"�l v  l|%Rmp�Á v l|%  l�mÒ�U�Á % l¢2x�Á v l|%B�'�hBhLh hBhLh hBhLhl"¾H#Z%  l"¾H# v mp�Á ¾!#&% l"¾H# v  l�mÒ�U�Á % l¢2x�Á v l|%Þ2ghLhBhJ2x�Á ¾H#Z% l"¾!# v �/h
Then, from the definition of the matrices Á � in (3.15) and (3.12), we get l �%  l ( %  l % and
for �  ¡:�LhLhBh/��» , l ��  l � mÒ�U� � % lJ(% 2x� � v l %v 2ghLhLhJ2q� � � � #Z% l � #&%� �
or in matrix form

l �  
~àààààà� l ( %l|%vhhhl"¾H#Z%¾

�âáááááá�  l�m
~àààà� 8 8 8 hLhBh 8 8m3� v % 8 8 hLhBh 8 8m3�Hã % m3�Hã v 8 hLhBh 8 8hAh h}h h}h h}h hAh h}hm3� ¾ � % m3� ¾ � v m3� ¾ � ãähLhBhåm3� ¾ � ¾H#Z% 8

�âáááá�
~àààààà� l (%l|%vhhhlJ¾H#&%¾

�âáááááá�(3.16)

 l�mpæÞl � �
or (see also (3.13)) ©X O« l  èç 
z2 ©X O« æ ©X # O«ké ç ©X O« l � é �(3.17)

where æ is the corresponding strictly lower triangular matrix from (3.16).
Step 3. If ê is a square matrix and D3êÈD v �ED3êÈD Õ are, respectively its spectral and infinity
norm (see, e.g., [3]), we haveD¢êëD vv  åì �Uê ® ê§� w D¢ê ® êëD Õ w DNê ® D Õ DNê�D Õ h(3.18)

Using (3.18) and taking the Euclidean norm in (3.17), we obtainD ©X O« l$D v w DN
�2 ©X O« æ ©X¦# O« D Õ DN
H2 ©X¦# O« æº® ©X O« D Õ D ©X O« l � D v ç {J2ßD ©X O« æ ©X # O« D Õ é ç {J2TD ©X # O« æ ® ©X O« D Õ é D ©X O« l � D v h(3.19)
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But, a simple computation gives us{J2ßD ©X O« æ ©X # O« D Õ  ©� # �U¤H�'�p{"2TD ©X # O« æ ® ©X O« D Õ  ©� . �U¤H�'�(3.20)

with ©� # �U¤H�/�"©� . �Y¤�� from (2.16). Then, using (3.13), (3.19) and (3.20), we get (2.13) and the
proof is complete.

A similar result can be proved for � -Kaczmarz relaxation.
THEOREM 3.3. Using the above definitions and notation, the � -Kaczmarz relaxation for

the system � 3.1 � satisfies the smoothing property � 2.22 � – � 2.24 � .
Proof. The � -Kaczmarz relaxation (2.21) for the system (3.1) can be written as��� �� � (  �� �  � � #&%Nmn�7�A�E� MPO � ² � � #�µ �¶ ² � ¶ « ¤H���·�  {|�BhLhLhL��»¨hi�  �-¾

As in the proof of Theorem 3.2, we getj �  j � #&% m��!��¡�m���� ?�l � #Z%e� ¸ � CDR¤ � D v ¤H�
and l �  ¤Hj �  l � #Z% mn�!�U¡�mn��� ?Yl � #&%"� ¸ ��CDR¤ � D v ¤!¤H��h
Then we proceed in exactly the same way as in the above mentioned proof.

4. Smoothing property of Kaczmarz Extended relaxation for arbitrary inconsistent
systems. Let ¤ and ¥ be as in section 2. Instead of the consistent system (3.1), we shall
consider in this section the linear least squares formulation (inconsistent system)DN¤!�7m�¥HD  _�]`}í&î �(4.1)

for which we shall denote by æ�¿Þ¿¢�U¤ � ¥/� and ��Ê[Ë the set of its solutions and the minimal
norm one, respectively. Let ¥ ² ��¥ �² be defined by¥ ²  Å·ï+Î ²ZÏ �U¥/�/�*¥ �²  Å ÍHÎ ² ³ Ï ��¥/�'h
Then (see, e.g., [3])¥  ¥ ² 2y¥ �² �+æR¿Þ¿¢�Y¤ � ¥/�  ¿¢�Y¤ � ¥ ² �  �)Ê[Ë	2qÀq�U¤H�/h(4.2)

Moreover, (see (3.3)) for any Q]�*
 �z� , we haveÌP�YQ��  Å+Í!Î ²ZÏ �YQ��&2��-Ê[Ë*�¦æ�¿Þ¿3�Y¤ � ¥/�  ¿3�Y¤ � ¥ ² �'h
Thus we define (as in section 2) the error and residual byj  j��YQ��  QzmqÌP�YQ��'�ol  ¤!j  ¤!Q�mp¥ ² h(4.3)

The Kaczmarz Extended algorithm for (4.1) (KE, for short), introduced in [12] (see also [13])
is the following.
Kaczmarz Extended. Let � ( �*� � ��° (  ¥ ; for 5  8:�B{|�BhLhLh do�� � ° ,'. %  ð �Y° , �  ��ñ % @ehBhLhe@Jñ � �/��° , �/�¥ ,'. %  ¥Rm¨° ,'. %"�� ,'. %  ò§bkó/ôB�]b|õ�ô ��¥ ,'. % � � , �'�(4.4)
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where ña�k�Y°:�  °	m ?Y°���¤ � CDN¤ � D v ¤ �
and ¤ � ½ 8:�Ü�  {|�LhBhLh/��� , are the columns of ¤ . In [14] we proved that the sequence ��� , � ,EÑ)(
generated with the above KE algorithm satisfies the relation (3.5). Then, if �  � , (for some5±6Ò8 ) is a current approximation, we shall define the error (see (4.3)) byj  �FmpÌP���)(J�/h
Let °  ° , be the corresponding element from the first step of (4.4) and i°  ° ,'. % , i.e.,i°  öð �Y°a�  Å Í!Î ² ³ Ï ��°:�&2 ©ð ��°:�'�(4.5)

where (see for details [13]) ©ð �Y°:�  öð Å+ï+Î ²ZÏ ��°:�R�*�]�Y¤��'h(4.6)

From (4.5) and (4.6), we get that Å ÍHÎ ² ³ Ï �Li°:�  Å ÍHÎ ² ³ Ï ��°:�/h
Thus (see also (4.2)) Å ÍHÎ ² ³ Ï �Li°a�  Å Í!Î ² ³ Ï �U¥/�  ¥ �² h(4.7)

Then, if i ¥  ¥ ,'. % (see (4.4)), from (4.5) and (4.7), we obtaini ¥  ¥�möi°  ¥ ² mö©°-�(4.8)

where ©°  ©ð ��°:�'h(4.9)

REMARK 4.1. Returning to the original notation, from the above equalities (4.7)–(4.9),
we obtain ©°  ©ð ��°:�  ©ð , �U¥/�/h
Moreover, in [20] it is proved that D ©ð D v�÷ { . ThusÓ `A�,/Ô�Õ ©ð ,a��¥/�  8:h

The extension of Theorem 3.2 to the problem (4.1), for the KE algorithm (4.4) is the
following.

THEOREM 4.2. Using the above definitions and notation, the KE relaxation � 4.4 � for the
(inconsistent) problem � 4.1 � satisfies the following smoothing propertyD§ijD/v w DNjfD/v�m ©� (¡ D ©X O« l$D/v!29¡$D ©X O« ©°±D/v|�(4.10)

with ©X and ©� ( from � 2.14 � – � 2.16 � .
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Proof. Step 1. The third step in (4.4) can be written as (see also (2.8))��� �� � (  �� �  � � #Z%Rm��A�E� MPO � ² �Y� #)ø µ �¶ ² � ¶ « ¤ � �·�  {k�LhLhBh/��»¨hi�  �)¾
Then, by defining the errors (see also (3.7))j �  � � m�Ìk�Y�[("�'�+�  {|�LhBhLh/��»n�xij  j ¾ �(4.11)

we get j �  � � m�ÌP��� ( �  � � #Z%¢m �}�B� MPO � ² � � # Î µÜù Ï � .�ú´ �¶ ² � ¶Ü« ¤ � mpÌP��� ( � j � #&%Rmë�}²Z�B� MPO #Zµ�ù � Ø � � .�ú´ �¶ ² � ¶ « ¤!�  j � #Z%�m Ù � MPO�¶ ² � ¶ « ¤!�&m ú´ �¶ ² � ¶ « ¤!��h(4.12)

From (4.12) we obtain (by also using the relation ¤��  ¤H® ¸ � )D�j � D v  DNj � #Z%�m Ù � MPO�¶ ² � ¶ « ¤!��D v 2üû ú´ � û «¶ ² � ¶ « ¤H�Zmp¡[?Yj � #Z%Rm Ù � MPO�¶ ² � ¶ « ¤H��� ú´ �¶ ² � ¶ « ¤!�ÜC DNj � #Z%zD v m!¡[?Yj � #Z%J� Ù � MPO�¶ ² � ¶Ü« ¤!�ÜCÐ2 Î Ù � MPO� Ï «¶ ² � ¶Ü« 2 Î ú´ � Ï «¶ ² � ¶Ü« m�¡:?Uj � #&%J� ú´ �¶ ² � ¶Ü« ¤!�ÜC2z¡[? Ù � MPO�¶ ² � ¶ « ¤ � � ú´ �¶ ² � ¶ « ¤ � C  DRj � #&%zD v m Î Ù � MPO� Ï «¶ ² � ¶ « 2 Î ú´ � Ï «¶ ² � ¶ « �7���  {|�LhBhLh/��»nh
(4.13)

Then by summing in (4.13), using (4.11) and the notation from section 2, we getD§ij	DLv  D�jfD/vzm¬D ©X O« l � DLv!2TD ©X O« ©°oDLv�h(4.14)

Step 2. From (4.12) we obtain (see again the notation in section 2)l �  ¤!j �  ¤!j � #&% m Ù � MPO�¶ ² � ¶�« ¤!¤H�Zm ú´ �¶ ² � ¶Ü« ¤!¤H� l � #&%Nmp�Á � l � #&%Nmp�Á � ©°)�¦�  {|�BhLhBh/��»¨�
thus ������ �����

l|%  lHmp�Á % l�m¨�	Á % ©°-�l v  lHm9�Y�	Á % l32x�Á v l|%L�Gm9�Y�	Á % 2x�Á v �|©°��hLhBh hLhLhl"¾!#&%  lHm9�Y�	Á % l32x�Á v l|%Þ2_hBhLh"2q�	Á ¾H#Z% l"¾H# v �m��Y�Á % 2q�	Á v 2ghLhBhE2q�	Á ¾H#Z% �e©°�h
Using the equality (see section 2)l �  ��l % ��l %v �BhLhLhB��l ¾H#Z%¾ � ® �
we obtain �������� �������

l �%  l % �l �v  l v m¨� v % l �% mp� v % ©° % �l �ã  l ã mÒ�U� ã % l �% 2q� ã v l �v �+mÒ�U� ã % ©° % 2q� ã v ©° v �'�hLhBh hLhBhl �¾  l ¾ mÒ�U� ¾3% l �% 2x� ¾ v l �v 2_hBhLhE2x� ¾ � ¾H#&% l �¾H#&% �m��Y� ¾3% ©° % 2q� ¾ v ©° v 2ghLhBhJ2x� ¾ � ¾H#Z% ©° ¾!#&% �/h
(4.15)
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Writing (4.15) in matrix form~àààààà� l
�%l �vhhhl �¾
� áááááá�  

~àààààà� l %l vhhhl ¾
� áááááá� m¨æ

~àààààà� l
�%l �vhhhl �¾
� áááááá� m¨æ

~àààààà� ©° %©° vhhh©° ¾
� áááááá�

with æ from (3.16), we get l �  l�mpæÞl � mpæ©°-h(4.16)

From (4.16) we obtain as in section 2�U
H2xæ���l � 2xæ	©°  lzýþ�U
�2 ©æ��/� ©X O« l � �Ð2 ©æ!� ©X O« ©°:�  ©X O« l"�(4.17)

where ©æ  ©X O« æ ©X # O« h(4.18)

Using (4.17) and (4.18), it follows thatD ©X O« l$D v w Dz�U
H2 ©æ��/� ©X O« l � �&2 ©æ!� ©X O« ©°a�3D vw ¡$ÿ�DR
�2 ©æ9D vv D ©X O« l � D v 2ßD ©æ_D vv D ©X O« ©°oD v��w ¡$ÿÜ��{"2ßD ©æ_D Õ �L��{J2ëD ©æº®qD Õ �¢D ©X O« l � D32ëD ©ægD Õ D ©æº®qD Õ D ©X O« ©°¦D v��w ¡ ÿ ��{"2ßD ©æ_D Õ �L��{J2ëD ©æº®qD Õ � � ç D ©X O« l � D v 2ßD ©X O« ©°oD v é h
(4.19)

From (4.19) and (2.15), we then obtainD ©X O« l � D/v�6 ©� (¡ D ©X O« l$D/vzmD ©X O« ©°oDLve�
which together with (4.14) gives us (4.10) and the proof is complete.

A similar result can be derived for the Kaczmarz Extended algorithm with Relaxation
Parameters (KERP, for short), introduced in [13].
KERP. Let � ( �*�z�-��° (  ¥ ; for 5  8[�L{|�BhLhBh do�� � ° ,'. %  ð �Yr � ° , �  �Uñ % @ehBhLhk@Bñ � �/�Ur � ° , �'�¥ ,'. %  ¥ºm¨° ,'. %e�� ,/. %  �¨m ò§b|óLôL�$beõ\ô �U¥ ,/. % � � , �/�(4.20)

where ñ � �Yr � °:�  °mpr ?Y°���¤ � CDN¤ � D v ¤ � h
THEOREM 4.3. Using the above definitions and notation, KERP relaxation � 4.20 � for

the (inconsistent) problem � 4.1 � satisfies the following smoothing property

D�ijfD v w DRj	D v m ©  (¡ D ©X O« lfD v 2_¡]D ©X O« ©°Z�YrG�3D v �
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with ©X and ©  ( from � 2.14 � , � 2.23 � , and ©°��YrG�  öð �Ur � °:� .
Proof. Apply Theorems 4.3 and 2.7 to � -Kaczmarz relaxation.
REMARK 4.4. The result from Theorem 3.2 is not a particular case of Theorem 4.2.

Indeed, if ¥f���]�Y¤�� for the problem � 4.1 � , we have ¥ �²  8 . Thus, i°  ©°��q�]�Y¤�� , but we
cannot drop the term ¡$D ©X O« ©°±D v in � 4.10 � . Thus, in the consistent case Theorems 3.2 and 4.2
provide two smoothing properties for two different algorithms: Kaczmarz and Kaczmarz
Extended.

5. Final comments and further developments. In this paper we formulated and proved
AMG smoothing properties for the classical Kaczmarz and Kaczmarz Extended algorithms
in the general case of arbitrary rectangular systems, either consistent or in least squares for-
mulation. In the consistent case, our result for classical Kaczmarz relaxation (Theorem 3.2)
generalizes the well-known result for square invertible matrices (Theorem 2.6). The general
character of the matrices involved in the above theory makes extension to AMG to general
least squares problems possible. Some steps in this direction have been taken in [15] and [9],
but both the theoretical development and experiments are in initial phases.

Acknowledgement. The author thanks the two referees for their comments and sugges-
tions which improved some important parts of the original version of the paper.
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[1] A. ARICÓ, M. DONATELLI, AND S. SERRA-CAPIZZANO, V-cycle optimal convergence for certain (multi-
level) structured linear systems, SIAM J. Matrix Anal. Appl., 26 (2004), pp. 186-214.
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