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TIME-DISCRETIZATION OF A DEGENERATE REACTION-DIFFUSION
EQUATION ARISING IN BIOFILM MODELING

�
ANTONIJA DUVNJAK

�
AND HERMANN J. EBERL

�
Abstract. A numerical method for a reaction-diffusion equation arising in biofilm modelling is presented.

The equation shows two non-standard effects in the spatial operator, degeneracy like the porous medium equation
and a singularity as an a priori known upper bound is approached. The equation is transformed and formulated
in terms of a new dependent variable. This transformation is chosen such that the resulting spatial operator is the
Laplace operator and that the non-linear effects appear now in the time-derivative. The numerical method for the new
equation follows Rothe’s approach: while a standard discretization for the spatial domain is used, a fully-implicit
time-discretization scheme is developed that takes the special properties of the equation into account. This paper
presents the formulation of this time-discretization scheme as well as its analysis.
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1. Introduction. The nonlinear reaction-diffusion equation considered in this paper
arises in mathematical modelling of biofilm development. Those are microbial communi-
ties, in which microorganisms live embedded in a protecting layer of extracellular polymeric
substances. Biofilms grow on interfaces in aquatic systems; they play a beneficial role in
environmental settings and a harmful role in medical settings. The prototype continuum-
mechanistic biofilm model proposed in [3] for one limiting substrate (e.g., oxygen or a nutri-
ent like glucose) with concentration � and one biomass fraction with density � reads���� ��� 	�
	� � ����� ������� 
������� 
	��	�� �  "!$#&%'! �)(  �)(+*,�.-0/1��2 
� � � 
 �43'5�6#&%'! �)( � �7%98 �&:; �=< �?>$@(1.1)

and is defined in a domain A BDC=EFAHGJI with ILKNM1O . The model parameters are positive.
Kinetic parameter 37P denotes the maximum specific growth rate, 375 is the decay rate, 3 % the
Monod half-saturation constant. 3 � is the maximum consumption rate, i.e., the maximum
specific growth rate divided by a yield factor. In order to allow for growth of new biomass,��2 
� � � 
 �Q3 5 must be positive for some positive � . Model (1.1) is completed by appropriate
initial and boundary conditions.

The second component of this reaction-diffusion system shows two non-standard effects
in the spatial operator: degeneracy as in the porous medium equation for � RSB and a
singularity for �TRVU . The first one guarantees that spatial spreading of biomass does not
take place for small biomass densities and a finite speed of interface propagation; the second
one guarantees that the a priori known maximum biomass density is obeyed, i.e., � WXU .
This was proven in [4] for relevant sets of boundary conditions. In the current paper we
will focus on the analysis of this second effect. For this purpose the biomass equation willY
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be transformed and expressed in terms of a new dependent variable. The transformation is
chosen such that the resulting spatial operator is the Laplace operator. Proceeding this way
shifts the singularity and the associated problems into the time-derivative. The numerical
method suggested for the new equation follows Rothe’s approach. After time-discretization
a sequence of elliptic problems, one per time-step, is obtained. For the analysis of the time-
discretization scheme, tools from the theory of nonlinear elliptic problems will be used; see,
e.g., [1]. We shall focus on the second component of (1.1). The first equation of (1.1) is
a semi-linear reaction-diffusion equation which poses no additional problem in the given
context.

The paper is organised as follows: Section 2 contains analytical results about the model
which are used later in the analysis of the numerical method and a transformation of the
dependent variable is introduced. The numerical method will be based on this transformation.
Section 3 formulates the semi-discretization in time of the transformed equation and proves
its convergence and stability. In Section 4, some numerical tests are presented.

2. The governing equation and some analytical results. We consider the initial-bound-
ary value problem associated with the density-dependent reaction-diffusion problem�� � 	[Z	� � �]\^!`_ ( � 3 _ CbadceI^Cgfhc4A BiCkjmlnC_"� BDC adc1o0I^Cpfhc4A BDCqjmlnC_r! a+C�Bs( �F_ut7! av(�C adceI^C(2.1)

where \^!`_ ( �pw Ztyx !{z ( ��z^�gw Zt z�|! Um� z (k} ��z C~ C�����U and \�� A BiC�U�(�R�A BiC�*�E,( . The constants j and 3 are positive, and I�K�M O , with� c��sUsC��DCq��� , is a bounded domain with a piecewise smooth boundary.
This is the simplest variant of the biofilm model (1.1); nevertheless it captures the essen-

tial features of the spatio-temporal biomass spreading mechanism. In the biofilm setting, _
describes the biomass density. Physiologically, equation (2.1) describes the special situation
that nutrients and other beneficial substances are nowhere limited but available in abundance.
Note that constant 3 can be understood as a reaction rate subsuming both, first order growth
as well as the first order decay of biomass. First order growth would be a consequence of nu-
trient abundance, ����3 % in (1.1). In this case we have 3]�p3 P ��3 5�� B . Thus, the first order
reaction 3 _ in (2.1) puts an upper bound on the combined Monod-growth/first-order-decay
term in (1.1).

For the initial data we postulate that _�t ce��� ! Im( , _ut ��B , � _ut � �u� ;�� >h� U and \^!`_vt (mc� �t ! Im( . Then it is known from Theorem 2.1 of [4] that problem (2.1) has a unique solution _
in the class of functions defined by _ c"� � ! M � G&Im(��¡  ! A BDC=E¢(�Cq� % ! Im(q( , B&W _£! f=Cqav(hW�U ,� _ � �u� ;¥¤J¦¨§�� >h� U and \^!`_ (hce� � ! M � C � �t ! Im(k(©�1  ! A BDC=E¢(�Cq� % ! Im(q( .

Here and subsequently, the spaces
�

(with indices) denote the usual Sobolev spaces;
similarly, � and   have the usual meaning. The subscript B denotes the class of those func-
tions which have compact support, while superscripts denote the regularity. The space

� <©�
later on will denote the set of all linear functionals on

� �t , i.e., the dual space.

2.1. A Lyapunov functional for problem (2.1). We introduce the nonlinear functionalª t ª t7!`_ ( � U� w � �  ]\^!$_ (� % � a���3 w � � a w Zt \h«n!Hz ( z��z(2.2)
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and prove that it is a Lyapunov functional of problem (2.1) as defined, e.g., in [2]; that is, if _
is a solution, then the mapping f�¬R ª t !$_r! fk(k( is nonincreasing. To this end we need to prove
that the formal ”energy inequality”, which is the formal result of multiplying the equation by		�� !$_ ( and integrating by parts, is satisfied. We use arguments and results from [4] which
are repeated here for the convenience of the reader.

The solution of the degenerate problem (2.1) can be obtained as the limit of the solutions®m¯ of the following second order parabolic systems [4]:�� � 		� ®m¯ � �]\ ¯ ! ®m¯ ( � 3 ®m¯ C ! f=Cka�(°c1±³² �´��! BiCkjµ(hGeI^C®m¯ � BDC a¶c"o0I^C®m¯ ! a+C�Bs( � _ut7! a�(=C9a¶c1I^C(2.3)

where the functions \ ¯ are defined by\ ¯ ! ® ( � w¸·t x ¯ !Hz ( ��z C
and x ¯ is the following regularization of x :

x ¯ ! ® ( �y¹ ! ® *FU�º¼»+( | º ! Um� ® ( } C if ® W�Um�,U¼º�»» } C if ® � Um�,U¼º�»¾½
Using a comparison principle an a priori estimate in � � -norm for the solutions of the prob-
lems (2.3) is obtained and®m¯ R _ strongly in  �¿¥À�Á ! M � Cq� % ! Im(q(=C(2.4)

where _ is a solution of problem (2.1).
LEMMA 2.1. The solution ®�¯ of problem (2.3) satisfies the following estimate�¥� \ ¯ ! ® ¯ !$Â (k(�¥� Ã � ;�� > * w¢Ä � �Ä w � � o ®°¯ovf � % x ! ® ¯ ! fk(k( � a � f(2.5) WQ  ! �¥� Å ¯ ! ® ¯ ! Bs(q(���� Ã � ;�� > *�U�(=C

where the constant   is independent of » .
Proof: Proposition 1.3 in [4]

LEMMA 2.2. Let the initial data _�t satisfy_ t ! av(mWpUm�4Æ¼C9Æ � BD½(2.6)

Then there exists Ç � Ç ! ÆÈ( � B such that for a sufficiently large » , the estimateB�W ® ¯ ! f=Cqav(°WgUm�¶Ç(2.7)

is valid for the solution ® ¯ of the problem (2.3).
Hence, in the case where the � � -norm of the initial data _ t is separated from U , the

solution of the problem (2.3) stays separated from U .
Proof: Proposition 1.6 in [4]

In order to simplify notation, we introduce in accordance with [8] the functionsÉ !$_ ( � 3 w Zt z£\h«H!{z ( �7z C Å !`_ ( � w ZtbÊ \ « !{z ( ��z ½(2.8)
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and state the following Lemma.
LEMMA 2.3. Let the initial data _ t satisfy (2.6). Then the solution _ of problem (2.1)

satisfies w �t w ��Ë o©Å !`_ (ovfÍÌ % � a � f°WÏÎn� U� w � �  ]\^!$_ (� % � a?* w � É !$_ ( � aiÐ¾ÑÑÑÑ
�t ½(2.9)

Proof. First we show that
		� Å !`_ ("c)� % ! Im( . To this end we introduce the functionsÅ ¯ !`Ò ( �ÔÓ£Õt Ê \ «¯ !{z ( ��z . According to estimate (2.5) the sequence

		� Å ¯ ! ® ¯ ( is uniformly
bounded in � % ! ± ² ( . Consequently there is a subsequence » � RSE and a function Öpc� % ! ±�²r( such that

		� Å ¯'× ! ®m¯'× (ØRÙÖ weakly.
Since Å ¯ !Hz (°W z * \ ¯ !Hz ( , the � % -norm of Å ¯ ! ®m¯ ( is uniformly bounded (due to estimate

(2.5)). To see that actually Ö � 		�� Å !$_ ( , it is sufficient to verify thatÅ ¯ ! ®m¯ ! f=Ckav(q(�RÚÅ !$_r! f=Cka�(k( for almost all ! f=Cqav(°c ! BiCkjµ(�GeI^½(2.10)

Because of (2.4) we may assume without loss of generality that® ¯ ! f=Ckav(�R _r! f=Cka�( for almost all ! f=Cka�(°c ! BDCqjµ(�G1I^½
Then, using the inequality� Å ¯ ! ®°¯ ! f=Cka�(k(Ø��Å !$_r! f=Ckav(q(��DW�� Å ¯ ! ®m¯ ! f=Cqav(q(¾�¸Å ¯ !$_r! f=Cka�(k(��(2.11) *&� Å ¯ !`_£! f=Cqav(q(¾�¸Å !`_£! f=Cka�(k(�
and taking into account that B¶W ®�¯ ! f=Cqav(?WÛU^�¸Ç and that the family of functions Å ¯ !{z (
is uniformly continuous on the interval A BDCUm�¶Çvl , we derive that each term on the right hand
side of (2.11) tends to zero almost everywhere. Thus, we have proved (2.10) and, therefore,Ö � 		�� Å !$_ ( .

Due to estimate (2.5), the sequence �  ]\ ¯ ! ® ¯ ! ½�Ckfk(q(�� is bounded in � % ! Im( and there
exist Ö]c1� % ! Im( and » � RÜE such that ]\ ¯ × ! ® ¯ × ! ½�Ckfk(q(JRÙÖ
weakly in � % ! Im( . Since also \ ¯ ! ®m¯ ! ½�Ckfk(q(ÝR \^!$_r! ½¥Cqfk(k( weakly in � % ! Im( , we must haveÖ �g &\^!$_r! ½¥Cqfk(k( . Since the limit is unique, it follows that ]\ ¯ ! ®°¯ ! ½�Ckfk(k(ØR  &\^!$_r! ½¥Cqfk(k( as »eRÚEFC
weakly in � % ! Im( . After some obvious transformations, we havew � 3 ®°¯ o \ ¯ ! ® ¯ (ovf � a � oovf w � w ·uÞ ; �`>t Ò  ¯ !`Ò (k( �'Ò ½
Thus, w �t w � 3 ®m¯ o \ ¯ ! ® ¯ (ovf � a � w � � a w ·uÞ ; �`>t Ò  ¯ !`Ò ( �sÒ � w � � a w Z�ßt Ò  ¯ !$Ò ( �'Ò ½
Taking into account that B¢W ®�¯ ! f=Cqav(àWáU��,Ç and that the family of functions â ¯ !$Ò ( �Ó Õt z  ¯ !{z ( ��z is uniformly continuous on the interval A BDCU°�¶Çvl , we derive thatâ ¯ ! ®m¯ ! f=Cqav(q(JRãâ !`_£! f=Cqav(q( for almost all ! f=Cka�(°c ! BDCqjµ(hGeI^C
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where â !`Ò ( �ÙÓ¾Õt z  !{z ( �7z . Since the sequence �[â ¯ ! ® ¯ (=� is bounded in � � !q! BDCqjµ(�G¢Im(
independently of » , we derive thatw � � a w¢·vÞ ; �`>t Ò  ¯ !`Ò ( �sÒ R w � � a w Z ; �`>t Ò  !$Ò ( �'Ò ½
Similarly, we have that w � � a w Z ßt Ò  ¯ !`Ò ( �sÒ R w � � a w Z ßt Ò  !`Ò ( �sÒ ½
For the proof of (2.9) we may multiply (2.3) by

		�� Å ¯ ! ® ¯ ( and integrate over ± ² to obtainw �t w � Ë o©Å ¯ ! ®m¯ (ouf Ì % � a �7z * U� w � �  &\ ¯ ! ® ¯ ! ½�Ckfk(q(�� % � a� U� w � �  ]\ ¯ !$_ t (k(� % � a&* w �t w � 3 ® ¯ Ë o \ ¯ ! ®m¯ (ovf Ì � a ��z ½
Passing to the limit as »eRÜE and taking into account the lower semi-continuity of the norm
with respect to weak convergence we obtainw �t w � Ë o©Å !`_ (oufäÌ % � a ��z * U� w � �  ]\^!`_£! ½�Ckfk(q(�� % � aW U� w � �  &\ ¯ !`_ t (k(� % � a?* w �t w � Ë o É !`_ (ovfÍÌ � a ��z ½
which is equivalent to (2.9). This completes the proof.

As a direct consequence of Lemma 2.3, we conclude that in the case where the � � -
norm of the initial data _vt is separated from 1, the functional

ª t7!`_ ( as defined by (2.2) is a
Lyapunov functional for the problem (2.1).

2.2. Transformation of equation (2.1). In order to remove both non-standard diffusion
effects from the spatial operator, we introduce the new dependent variable Òå�ã\^!`_ ( and
define its inverse as æ �g\ <0� . Then Ò satisfies�� � 		� æ !`Ò (£� ��Ò&� 3�æ !`Ò (=C aecdI^Cgf � BDCÒ?� BDC aeceo0I^Cpf � BiCÒ�! a+C�Bs( �FÒ¼t7! av( �g\^!`_vts! av(k(�CLaeceo0I^½(2.12)

It is easy to verify that æ � A BDC�*�E,(ØRçA BDCU[( is a strictly increasing function and behaves like ^a �: ¦ � (   � B ) in a neighborhood of B . Moreover, æ satisfies the inequalitiesw Õt æ !{z ( ��z WQæ !`Ò ( Ò W Ò ½
By combining this transformation and (2.2), we define a functional

ª
on
� �t ! Im( asª !`Ò ( � U� w � �  ¡Ò � % � a���3 w � � a w Õt æ !{z ( �7z Céè Ò c � �t ! Im(�½(2.13)

This is a Lyapunov functional for problem (2.12), as shown by the following Lemma
LEMMA 2.4. Let Ò be a solution of the problem (2.12). Then the mapping f°¬R ª !$Òv! fk(k(

is decreasing.
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Proof. Since the functional
ª t defined in (2.2) is a Lyapunov functional for problem

(2.1), the result follows by a change of variables.

For the convenience of the notation we denote by ê the operator � � of domain #d! êµ( �� �t ! Im(©� � % ! Im( . Then the problem (2.12) can be re-written as¹ 		� æ !`Ò (¨*¢ê Ò?� 3�æ !$Ò (�CÒv! Bs( ��Ò t ½(2.14)

We try to find an a priori upper estimate for the solution of the problem (2.1) and re-
spectively of the problem (2.14). Suppose we can find a function ® t � B , ® t c���� ! Im(
satisfying ¹ � �"!n\^! ® t (q(ë� 3 ® t C adceI^C® t � BDC adc1o�I^½(2.15)

Then the function ® ! a+Ckfk( � ® t , which is constant in time, is a supersolution of the time
dependent problem o ®ovf �g�à!n\^! ® (q(¨*,3 ® CìadceI^C
i.e, it satisfies the differential inequalityo ®ovf � �à!n\^! ® (q(m��3 ® CìadceI^½(2.16)

Hence, if � _ t �vW ® t then we have the a priori estimate � _r! a+Ckfk(�vW ® t ! av( for any solution _
of (2.1).

In order to verify that there indeed exists such a function ® t satisfying (2.15), we con-
sider the corresponding stationary problem of (2.14). We pick a function _ t such that \^!$_ t ( �Ò¼t c � �t ! Im( and define the setí �´� � ® c � �t ! Im( � ® � Ò¼t a.e. in Iµ�

The associated obstacle problem

Find ® c í �Ôî ê Ò C Ò � ®µï � î 3�C Ò � ®µï for all Ò c í ½(2.17)

has a unique solution ® , which is also the solution of the minimization problemð&ñ�òÕ[ó'ô � î ê Ò C Ò ï ��� î 3�C Ò ï �s½
Furthermore, in [11] it is shown (in Theorem 6.9) that the solution ® of the obstacle

problem (2.17) satisfies the inequality¹ ê ® � 3�CáaeceI^C® � BDC�aec1o0I^½
Since 3à�å3�æ ! ® ( , we have also¹ ê ® � 3�æ ! ® (�C9adceI^C® � BiC adc1o0I^C(2.18)
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Moreover, since ® c � �t ! Im( , in the case �?� U we derive immediately that ® c1� � ! Im( and
then also æ ! ® (õc4� � ! Im( . If ��ö� U , an additional assumption is required. For this purpose,
we suppose that � ��Ò¼t W�B (as an element from ÷ « ! Im( and thereby as a measure on I ) or
that � �¡ÒÈt is a measure on I with the property øqùDú0�7� ��ÒÈt C�B��1c¢�£û ! Im( , ü � � . With the
standard regularity theory for variational inequalities (see for example [9], Theorem 8.8., or
[11], Chapter 4.2) we obtain that ® c � %�ý û ! Im( . This implies that ® ce� � ! Im( .

Thus, we have the a priori estimate � _£! a¨Ckfk(�©W�æ ! ® ! a�(k( for the solution _ of (2.1) and
the a priori estimate � Ò�! a+Cqfk(��iW ® ! av( for the solution Ò of (2.14).

3. Time-discretization.

3.1. Definition of the numerical scheme. Following Rothe’s method we propose a
semi-discretization in time of the nonlinear parabolic problem (2.14). If the function Ò ¯
is the solution at the time level f ¯ � » � f , then the solution Ò ¯ � � at the time level f ¯ � � is the
solution of the elliptic problemæ !$Ò ¯ (r��æ !`Ò ¯ � � (+*,3 � fþæ !$Ò ¯ � � ( �F� fÿê Ò ¯ � �(3.1)

This is the implicit Euler discretization of the evolution equation (2.14). It can be re-written
as ê Ò ¯ � �����£!$Ò ¯ � � (=C(3.2)

where the function � is defined by�£!`Ò ( � U� f ! æ !`Ò ¯ (£�éæ !`Ò (k(¨*,3�æ !$Ò (�½(3.3)

The choice of the implicit Euler method, despite its low order convergence, was motivated
by a special property that will greatly simplify the analysis of the numerical scheme later
on. Since the time-discretization (3.1) of the evolution equation (2.14) leads to a sequence of
elliptic problems, one per time-step, it will be studied with the tools of the nonlinear elliptic
theory that was established in [1].

3.2. Existence of the numerical solution. We prove that (3.1) has a unique non-negative
solution if Ò ¯ is non-negative in I for »bW�� , where � is a positive integer such that� � f � j . If we are looking for a classical solution of the problem (3.1), we suppose also
that the initial condition ÒÈt is in

� �t ! Im(¨�e  ! Im(+�d �� ! Im(=CvB ���å� U , where  �� ! Im( is the
space of Hölder continuous functions with exponent � .

LEMMA 3.1. If the function Ò ¯ is non-negative in I and continuous in I , and if the
condition ��� Ò ¯ ��� � � \^! U���3 � fk((3.4)

is satisfied, then (3.1) has a maximal non-negative solution �Ò ; moreover if Ò is a solution,
then Ò c1  ! I�(©�"  % ! Im( and it satisfies B&W Ò W	�Ò .

Proof. Since �£! Bs( � æ !$Ò ¯ (�º � fÝ�XB , the constant function Ò,� B is a minimal non-
negative solution of the boundary value problem (3.1). In addition, if (3.4) is satisfied, (3.1)
has a constant positive supersolution. In fact, if   ¯ is a supersolution, it must satisfy�£!   ¯ ( � U� f ! æ !`Ò ¯ (r��æ !   ¯ (k(+*,3�æ !   ¯ (°W,Bi½
Thus the constant   ¯ ��\ Ë UUm��3 � f æ ! ��� Ò ¯ �¥� � ( Ì
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is such a supersolution. Hence, (3.1) has a maximal solution �Ò , and any non-negative solutionÒ satisfies Ò c1  ! I�(©�"  % ! Im( and B?W Ò W
�Ò as was shown in [1, Theorem A].

LEMMA 3.2. If (3.4) is satisfied, then problem (3.1) has a unique nonnegative solution
in the class   ! I�(©�"  % ! Im( .

Proof. Theorem A of [1] gives the existence of a non-negative solution of the problem
(3.1). Since for every â , � with Ò W,â?W��ÝW
�Ò ,�£! â'(°� �£! �D(=C
Theorem 2 of [1] gives the uniqueness of this non-negative solution.

REMARK 3.3. The theorems A and 2 in [1] use the hypotheses that I is a smooth domain
and that � belongs to class  � ! I�( . According to [5], it is sufficient for our purpose to have
a bounded domain, which satisfies an exterior sphere condition at each point of the boundaryo0I and � cd  � ! Im(=CvB ����� U'½

REMARK 3.4. For 3 � f � U , the operator � � � �t ! Im(]R � <0� ! Im( , � !$Ò ( � ê Ò *! U¼º � fr�43D(ÿæ !`Ò ( is bounded, semi-continuous, strictly monotone and satisfies! � !`Ò (=C Ò (�¥� Ò ��� RÚ*�E when �¥� Ò ���sRÜ*�E�½
Therefore, the problem (3.1) has a unique non-negative solution Ò c � �t ! Im( for non-negativeÒ ¯ c � �t ! Im( . (See, e.g., [9].)

3.3. Properties of the numerical solution. In preparation of a proof of convergence of
the numerical method that will be given in the next paragraph, we describe some properties
of the numerical solution. In particular these are results on the boundedness of the sequences!`Ò ¯ ( and !H �Ò ¯ ( .

LEMMA 3.5. Let ® c�� � ! Im( be a solution of the obstacle problem (2.17). For »¸�pB ,
it holds Ò ¯ W ® ½

Proof. From the definition of ® , we have Ò t W ® , and we prove recurrently that Ò ¯ � � W® . �£! ® ( � U� f ! æ !`Ò ¯ (£��æ ! ® (q(¨*,3�æ ! ® (°W U� f ! æ ! ® (¾��æ ! ® (q(r*,3�æ ! ® (� 3�æ ! ® (mW,ê ® ½
Thus, ® is a supersolution of (3.1), which proves the Lemma.

Since w Õt æ !Hz ( ��z WQæ !$Ò ( Ò W Ò C
finding the solution Ò ¯ � � of (3.1) is equivalent to finding a Ò ¯ � � that minimizes the functional� !`Ò ( � U� w � �  �Ò � % � a&* Ë U� f ��3 Ì - w � w Õt æ !Hz ( ��z[� aà� U� f w � æ !$Ò ¯ ( Ò�� a+C
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where the lower bound is taken over the closed convex set � ,� � � Ò � Ò c � �t ! Im(�C Ò �QBD�s½
Therefore, we have the following inequality� !$Ò ¯ (°� � !$Ò ¯ � � (=C

and thus,U� w � �  �Ò ¯ � % � a?* Ë U� f �43 Ì - w � w Õ Þt æ !Hz ( �7z[� aÝ� U� f w � æ !`Ò ¯ ( Ò ¯ � a� U� w � �  �Ò ¯ � � � % � a?* Ë U� f ��3 Ì - w � w Õ Þ ¦ �t æ !Hz ( ��z[� aà� U� f w � æ !$Ò ¯ ( Ò ¯ � ��� a+½
We can write the integral over I as integral over �[aÛc I4� Ò ¯ � � ! av(�� Ò ¯ ! av(���� �[aÛcI4� Ò ¯ � � ! a�( � Ò ¯ ! av(=� and obtainw ��Ë w Õ Þ ¦ �t � w Õ Þt Ì æ !Hz ( ��z[� a� w Õ Þ ¦ ��� Õ Þ w Õ Þ ¦ �Õ Þ æ !Hz ( ��z[� a]* w Õ Þ ¦ ��� Õ Þ w Õ ÞÕ Þ ¦ � �mæ !{z ( ��z� a� w Õ Þ ¦ ��� Õ Þ æ !`Ò ¯ ( !`Ò ¯ � � � Ò ¯ ( � a]* w Õ Þ ¦ ��� Õ Þ �mæ !$Ò ¯ ( !$Ò ¯ � Ò ¯ � � ( � a� w � æ !`Ò ¯ ( !`Ò ¯ � � � Ò ¯ ( � a+½
Combining both inequalities yieldsU� w � �  �Ò ¯ � % � a���3 w � w Õ Þt æ !Hz ( �7z[� a¶� U� w � �  �Ò ¯ � � � % � a���3 w � w Õ Þ ¦ �t æ !{z ( ��z� a+½
Thus, we have proved the following Lemma:

LEMMA 3.6. The sequence ! ª !`Ò ¯ (k( ¯ � t is non-increasing, where
ª

is defined by (2.13).
From both previous Lemmas we can now derive that also !{ ¡Ò ¯ ( ¯ � t is uniformly bounded:

LEMMA 3.7. The sequence !H �Ò ¯ ( ¯ � t is uniformly bounded in � % ! Im( .
Proof. Since the sequence ! ª !$Ò ¯ (q( ¯ � t is non-increasing, we get�¥�  �Ò ¯ �¥� %% Wå3 w � w Õ Þt æ !Hz ( �7z[� a&*,� ª !`Ò¼t (hWå3 w � æ !`Ò ¯ ( Ò ¯ � a?*¢� ª !`Ò¼t (Wå3 w � Ò ¯ � a&*¢� ª !$Ò t (hW 3 � ��� Ò ¯ ��� %% * � I��� *,� ª !`Ò t (=½

Since the sequence !$Ò ¯ ( is uniformly bounded in � % ! Im( , the Lemma is proved.

LEMMA 3.8. The sequence !`Ò ¯ ( ¯ ó�� satisfies� <0��¯�� t w � ! æ !`Ò ¯ � � (£��æ !$Ò ¯ (k( !`Ò ¯ � � � Ò ¯ ( � a¶W � fUm��3 � f ! ª !`Ò¼t (r� ª !$Ò � (k((3.5)
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Proof. Multiplying equality (3.1) by Ò ¯ � � � Ò ¯ and integrating over I we obtainw � ! æ !$Ò ¯ (£��æ !`Ò ¯ � � (q( !$Ò ¯ � � � Ò ¯ ( � a?*Q3 � f w � æ !$Ò ¯ � � ( !`Ò ¯ � � � Ò ¯ ( � a�g� f w �  �Ò ¯ � � à!$Ò ¯ � � � Ò ¯ ( � a � � f� w � ! �  �Ò ¯ � � � % �å�  �Ò ¯ � % *g�  à!$Ò ¯ � � � Ò ¯ (� % (=C
and thusw � ! æ !$Ò ¯ � � (£�éæ !`Ò ¯ (q( !`Ò ¯ � � � Ò ¯ ( � a?* � f� w � ! �  �Ò ¯ � � � % ���  ¡Ò ¯ � % *g�  "!$Ò ¯ � � � Ò ¯ (�� % (� 3 � f w � æ !`Ò ¯ � � ( !`Ò ¯ � � � Ò ¯ ( � a+½
From which we derive the inequalityw � ! æ !$Ò ¯ � � (£�éæ !`Ò ¯ (q( !`Ò ¯ � � � Ò ¯ ( � aW � f� w � ! �¡�  �Ò ¯ � � � % *g�  ¡Ò ¯ � % (©*¢3 � f w � æ !`Ò ¯ � � ( !$Ò ¯ � � � Ò ¯ ( � a�g� f ! ª !`Ò ¯ (¾� ª !`Ò ¯ � � (q(+**õ3 � f Ë w � w Õ Þt æ !Hz ( ��z[� aà� w � w Õ Þ ¦ �t æ !Hz ( �7z[� a]* w � æ !$Ò ¯ � � ( !`Ò ¯ � � � Ò ¯ ( � a ÌW � f ! ª !`Ò ¯ (¾� ª !`Ò ¯ � � (q(+**õ3 � f Ë w � �mæ !`Ò ¯ ( !`Ò ¯ � � � Ò ¯ ( � av(+* w � æ !$Ò ¯ � � ( !$Ò ¯ � � � Ò ¯ ( � a ÌW � f ! ª !`Ò ¯ (¾� ª !`Ò ¯ � � (q(+*¢3 � f w � ! æ !$Ò ¯ � � (£��æ !`Ò ¯ (q( !$Ò ¯ � � � Ò ¯ ( � a+½
Therefore, w � ! æ !$Ò ¯ � � (r��æ !`Ò ¯ (q( !$Ò ¯ � � � Ò ¯ ( � adW � fUm�43 � f ! ª !`Ò ¯ (£� ª !`Ò ¯ � � (q(=½
Adding this expression for » from B through � �QU , we obtain (3.5).

3.4. Convergence of the method (3.1). We prove now that the solution of the backward
Euler method (3.1) converges to the weak solution of (2.1) on the interval A BDCkj�l . Furthermore,
we obtain estimates on the numerical solution that allow us to extract by compactness a
subsequence that converges to a function Ò .

First we define a piecewise linear approximation _ � � of _ by_ � � �´� æ !`Ò ¯ (¨* f£��f ¯� f ! æ !$Ò ¯ � � (£�éæ !`Ò ¯ (q(=C�f ¯ WQf�W,f ¯ � � ½(3.6)

and by Ò � � we denote a corresponding approximation of Ò , which is defined byÒ � � � �g\^!$_ � � (=½(3.7)

THEOREM 3.9. The sequence !$Ò � � ( is uniformly bounded in   ! BDCqj! � �t ! Im(k( and its
derivative in time is uniformly bounded in � % ! BDCqj!q� % ! Im(q( .
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Proof. Since the function \ is convex and the sequence !`Ò ¯ ( is uniformly bounded in� �t ! Im( , we can conclude that the sequence !$Ò"� � ( is uniformly bounded in   ! BiCkj! � �t ! Im(k( . It
remains to show that the sequence �'Ò � � º � f is uniformly bounded in � % ! BDCkj#!q� % ! Im(k( . From
(3.6) and (3.7) we obtain with j � � � f$$$$ �� f Ò�� � $$$$ %� � ; t ý ²&% � � ;¥� >`> � � <0��¯�� t w � Þ ¦ �� Þ w � \ « !`_'� � ( % Ë æ !`Ò ¯ � � (£��æ !$Ò ¯ (� f Ì % � a � f� � <©��¯�� t w � Þ ¦ �� Þ w � x !`_'� � ( % Ë æ !`Ò ¯ � � (£��æ !`Ò ¯ (� f Ì % � a � f� � <©��¯�� t w � Þ ¦ �� Þ w � x Ë æ !`Ò ¯ (©* f£��f ¯� f ! æ !$Ò ¯ � � (£�éæ !`Ò ¯ (q( Ì % Ë æ !`Ò ¯ � � (¾�éæ !$Ò ¯ (� f Ì % � a � f� U� f � <0��¯�� t w � ! æ !`Ò ¯ � � (£��æ !`Ò ¯ (k( w)( ; Õ Þ ¦ � >( ; Õ Þ > x !Hz ( % ��z� a

Let us consider the integral Ó ( ; Õ Þ ¦ � >( ; Õ Þ > x !{z ( % ��z . By a change of variable z^� æ !$Ò ( we can
simplify this tow ( ; Õ Þ ¦ � >( ; Õ Þ > x !Hz ( % ��zµ� w Õ Þ ¦ �Õ Þ x ! æ !$Ò (q( % �sÒx ! æ !$Ò (q( � w Õ Þ

¦ �Õ Þ x ! æ !$Ò (q( �sÒ ½
Since the sequence !$Ò ¯ ( ¯ � t is uniformly bounded in � � ! Im( this gives usw*( ; Õ Þ ¦ � >( ; Õ Þ > x !{z ( % ��z W�  !`Ò ¯ � � � Ò ¯ (=½

With Lemma 3.8, we obtain thus$$$$ �� f Ò � � $$$$ %� � ; t ý ²'% � � ;¥� >`> W  � f � <0��¯�� t w � ! æ !`Ò ¯ � � (r��æ !$Ò ¯ (k( !`Ò ¯ � � � Ò ¯ ( � aW  Um��3 � f ! ª !`Ò¼t (£� ª !$Ò � (q( �  Um��3 � f Ë ª !`Ò¼t (©*¢3 � I��� � Ë ª !$Ò � (+*,3 � I���¢Ì Ì ½
We want

ª !$Ò � (+*,3,+ � +% to be bounded from below,ª !`Ò � ( � U� w � �  �Ò � � % � a���3 w � w Õ�-t æ !Hz ( ��z[� a� U� w � �  �Ò � � % � a���3 w � Ò � � a¶� U� w � �  �Ò � � % � a�� 3 � w � Ò %� � aà�43 � I��� ½
Let . � be the first eigenvalue of the Dirichlet problem, � ��_"� . _ C�aécdI ; _"� BiC�adceo�I .
If 3àW�. � , we have

ª !$Ò (¨*¢3 + � +% �,B for any Ò c � �t ! Im( ; hence we get$$$$ �� f Ò�� � $$$$ %� � ; t ý ²&% � � ;�� >`> W  Um��3 � f Ë ª !`Ò t (+*¢3 � I���,Ì ½
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If 3 � . � , we have ª !`Ò � (+*¢3 � I��� � U� ! . � ��3D(�¥� Ò � �¥� %%
and $$$$ �� f Ò � � $$$$ %� � ; t ý ²&% � � ;¥� >`> W  Um��3 � f Ë ª !`Ò¼t (+*¢3 � I��� * U� ! 3?�*. � (�¥� Ò � �¥� %% Ì ½
This concludes the proof.

THEOREM 3.10. The sequence !`Ò � � ( � � � t converges for � f R.B to a weak solution Ò
of (2.12) in   ! BDCkj#!q�0/ ! Im(k( ( 1 � E if ��� � , 1 � �sº !$� �¸�'( if � � � ) and in   ! BDCkj#!�Im( (if��� U ).

Proof. The sequence !$Ò � � ( � � � t is uniformly bounded in   ! BiCkj! � �t ! Im(k( and its deriva-
tive in time is uniformly bounded in � % ! BDCqj!q� % ! Im(q( . According to [12], [9] we can extract
a subsequence which converges to a function Ò in   ! BDCqj!�Im( if ��� U and in   ! BDCqj!q� / ! Im(k(
( 1 � E if �?� � , 1 � �sº !$� ���'( if � � � ).

It remains to show that this limit is a solution of (2.12). We again denote by !`Ò"� � (
the extracted subsequence. Let x be a test function in   % ! I G ! BDCkj^(k(Ø�4  � ! I GQA BDCqjml`( ,x ! a¨Ckfk( � B for aec1o0I .

Multiplying the equality (3.1) by x and integrating over I , we getU� f w � ! æ !`Ò ¯ � � (£��æ !`Ò ¯ (k( x � a&* w � Ò ¯ � � ê x � aÝ��3 w � æ !$Ò ¯ � � ( x � a � Bi½
Hence for j � � � f , we have� <0��¯�� t U� f w � Þ ¦ �� Þ w � ! æ !`Ò ¯ � � (£��æ !$Ò ¯ (k( x � a � f¨* � <©��¯�� t w � Þ ¦ �� Þ w � Ò ¯ � � ê x � a � f(3.8)

� � <0��¯�� t 3 w � Þ ¦ �� Þ w � æ !$Ò ¯ � � ( x � a � f � BD½
The second term in this equality may be written� <0��¯�� t w � Þ ¦ �� Þ w � Ò�� � ! fk(ÿê x � a � fr* � <©��¯�� t w � Þ ¦ �� Þ w � !$Ò ¯ � � � Ò�� � ! fk(k(kê x � a � f=½(3.9)

If � fØRÙB , then the first part of this term converges tow ²t w � Ò�! fk(kê x � a � f=½
Since � Ò ¯ � � � Ò � � ! fk(��W)� Ò ¯ � � � Ò ¯ � C
we estimate the second term of (3.9) byÑÑÑÑÑ

� <0��¯�� t w � Þ ¦ �� Þ w � !`Ò ¯ � � � Ò � � ! fk(q(ÿê x � a � f ÑÑÑÑÑ
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W � <0��¯�� t � f Ë w � � Ò ¯ � � � Ò ¯ � � a Ì ��� ê x �¥� 2 ; t ý ²&% � >W � f $$$$ �� f Ò � � $$$$ � � ; t ý ²'% � � ;¥� >$> ��� ê x �¥� 2 ; t ý ²&% � > ½
This term tends to B and we have3 ñ�ð� �54 t � <©��¯�� t w � Þ ¦ �� Þ w � Ò ¯ � � ê x � a � f �gw ²t w � Ò�! fk(kê x � a � f=½
We study now the first term of (3.8). It can be written as� <©��¯�� t w � Þ ¦ �� Þ w � �� f æ !`Ò�� � ! fk(k( x � a � f(3.10)

* � <0��¯�� t w � Þ ¦ �� Þ w �¸Ë æ !$Ò ¯ � � (£��æ !`Ò ¯ (� f � �� f æ !`Ò � � ! fk(k( Ì x � a � f=½
The first part is equal to� <©��¯�� t w � ! æ !$Ò ¯ � � ( x ! f ¯ � � (£��æ !$Ò ¯ ( x ! f ¯ (k( � aÝ� � <0��¯�� t w � Þ ¦ �� Þ w � æ !`Ò � � ! fk(q( � x� f � a � f=C
and this term converges tow � ! æ !$Òv! a+Cqjµ(k( x ! a+Cqjµ(¾��æ !`Ò�! a¨CqB7(k( x ! a+CqB7(k( � a1� w ²t w � æ !`Ò�! fk(q( � x� f � a � f=½
Since �� f æ !$Ò � � ! fk(k( � æ !$Ò ¯ � � (£�éæ !`Ò ¯ (� f C
the second term in (3.10) is equal to zero. We turn now to the estimate of the quantity� <0��¯�� t 3 w � Þ ¦ �� Þ w � æ !$Ò ¯ � � ( x � a � f=½
which can be re-written as� <©��¯�� t 3 w � Þ ¦ �� Þ w � ! æ !`Ò ¯ � � (£��æ !$Ò�� � ! fk(k(q( x � a � f(3.11)

* � <©��¯�� t 3 w � Þ ¦ �� Þ w � æ !`Ò�� � ! fk(k( x � a � f=½
The second part of this term converges tow ²t w � æ !`Ò�! fk(q( x � a � f=½
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The first part of (3.11) is equal to� <0��¯�� t 3 w � Þ ¦ �� Þ w ��Ë Um� fr�éf ¯� fÔÌ ! æ !`Ò ¯ � � (¾�éæ !$Ò ¯ (k( x � a � f=½
and is bounded by

� f � <0��¯�� t 3 Ë w � � æ !`Ò ¯ � � (£��æ !$Ò ¯ (�� � a Ì ��� x ��� 2 ; t ý ²&% � >Wå  � f � <0��¯�� t 3©��� æ !`Ò ¯ � � (r��æ !$Ò ¯ (���� % ��� x ��� 2 ; t ý ²&% � >�   � f � <0��¯�� t 3 � f���� ê Ò ¯ � � �43�æ !`Ò ¯ � � (���� % ��� x ��� 2 ; t ý ²&% � >Wå  � f���� x ��� 2 ; t ý ²&% � >
It follows that for every x cd  % ! IgG�A BDCqjml ( , Ò satisfies

w � ! æ !`Ò�! a¨Ckjµ(q( x ! a¨Ckjµ(Ø�éæ !`Ò�! a+C�Bs(q( x ! a¨CqBs(q( � aà� w ²t w � æ !$Òv! fk(k( � x� f � a � f* w ²t w � Òv! fk(ÿê x � a � fØ� w ²t w � æ !`Ò�! fk(q( x � a � f=½
Hence, Ò is a weak solution. Since this solution is unique, the sequence !$Ò � � ( � � � t converges
to Ò . This concludes the proof.

REMARK 3.11. The fact that for our method OO � æ !`Ò�� � ! fk(q([� ( ; Õ Þ ¦ � > < ( ; Õ Þ >� � � B simplifies
the proof of Theorem 3.10. For other time-discretization scheme we should prove that the
difference between the time derivative of the approximation _ � � and the approximation of the
time derivative of _ is small enough.

REMARK 3.12. In the case where the constant 3 is smaller than zero, the proof of the
convergence for the numerical method is the same. It is easy to see that the null function is a
subsolution and ��� Ò ¯ ��� � is a supersolution of problem (3.1).

4. Application of the numerical method. In order to illustrate the proposed numerical
method, we apply it to the prototype biofilm model (1.1) with initial and boundary conditions¹ ��� 	 � � � � C �y� 	 � � BDC��� � � t^� � t C �y� � � tµ� � t
describing a single-species/single-substrate biofilm. It is known that under these boundary
conditions a unique solution with � � U exists for all f � B [4]. Although our method was
derived independent of the space dimension we restrict ourselves to the one-dimensional case
here, because this allows a simple visual representation of the numerical solution as a surface
over the a - f -plane.

We carry out the transformation of the dependent variable � as described in section 2.2
above. Accordingly, by Ò we denote \^! �)( and instead of system (1.1) we solve the system



ETNA
Kent State University 
etna@mcs.kent.edu

TIME-DISCRETIZATION OF A REACTION-DIFFUSION EQUATION 29

for � and Ò&�p\^! �)( ����� ����
	�
	��������� �é� ��� 
 ( ; Õ >����� 
	 ( ; Õ >	��Í�F�s%76'��Ò *�æ !`Ò (¾-v/1��2 
� � � 
 ��3'56� � 	 � � � � C Ò � 	 � � BDC� � � � tµ� � t C Ò � � � tµ��\^! � t (=½(4.1)

The equation for � is a semi-linear reaction-diffusion equation, which does not pose any
additional difficulties in the present context. For the sake of simplicity we use an implicit
Euler method for its time-discretization. Thus, our semi-discretization in time leads to the
following problem:

Let �ãc98 and � f � ²� . For » � U'C�½�½�½¥C�� we look for functions � ¯ and Ò ¯ such that�� � � ¯ � � ��� ¯ � � f ����� � ¯ � � � � f ��� 
 Þ ¦ � ( ; Õ Þ ¦ � >� � � 
 Þ ¦ � Cæ !`Ò ¯ � � (r��æ !$Ò ¯ ( � � f;: � % ��Ò ¯ � � * � fþæ !$Ò ¯ � � ( / � 2 
 Þ ¦ �� � � 
 Þ ¦ � �43 5[6 ½(4.2)

It is easy to see that the sequences ! � ¯ ( and !H � ¯ ( are bounded in � � and � % respectively
and the convergence result can be established in the same manner as it was done for the
method (3.1).

The elliptic boundary value problem that has to be solved in every time-step is discretised
by the standard finite element method.

æ !`_ (J� ��< � � æ !$_ < (  < ! a�(=C
where  < are interpolation functions, _ < � _r! a < ( and a < ceI are nodal points. As a results of
this space discretization, we obtain a system of nonlinear equations in every time-step, which
we solve using the one-step SOR-Newton method.

The diffusion coefficient # % ! �)( in the equation (1.1) % vanishes where � � B and
the parabolic equation degenerates there. The set of such points where � R B � is the
interface (between the biofilm and the surrounding aqueous phase). This interface defines
also a set of points where æ !`Ò ( vanishes. It is known that in the neighborhood of such an
interface the finite element method (and similarly other standard discretization schemes like
finite differences and finte volumes) can yield oscillatory solutions, that are slightly negative
beyond theoretical interfaces. These interface oscillations pose a numerical problem in their
own right, which are beyond the scope of our study focusing on time integration. For the time
being, we cut the solution and in each time step we use the ”modified algebraic correction”Ò�=¾� � A Ò�= l � ½

A space-discretization scheme that adequately describes the interfaces shall be discussed
in a forthcoming study.

4.1. Numerical results. We restrict ourselves to the interval I �N! BiC�U�( . The discrete
system (4.2) is applied to solve the problem (1.1) with the following model parameters: ~ �� � U , ���õ�?> BD½ B , � % 6?� BD½ B'B7��@ , 3 �µ� �i½ �BA , 3 % � BD½ B'B"CBA�@ , 3 P � BD½�UED , 3 5 � Bi½ BsB'B'BiU . The
initial substrate concentration is a given constant � t^� Us½ @ and we choose � ��� U'½F@ . Several
variants of initial biomass density � t are tested, in particular, a sine function, a sum of sines
and a cap function. All simulations are carried out on an equidistant spatial grid.
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FIG. 4.1. Evolution of the biomass density GIHKJMLON�P for a single-bump initial function. The symmetry around
the center of Q is preserved. As J increases, the biofilm compresses, i.e., GSR
T .
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FIG. 4.2. Evolution of the biomass density GIHKJMLON�P for double-bump initial data; as J increases, the initially
denser region grows faster, eventually both regions merge into one big colony.
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FIG. 4.3. Evolution of the biomass density GIHKJMLON�P for initial data that were positive only over a subset of Q .
The biofilm simultaneously compresses ( GURST ) and expands with a moving biofilm/water interface.
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The results for � are plotted in Figures 4.1-4.3. In all simulations � is such that it
decreases inside the biofilm, i.e., inside the region where � � U , due to decay as expressed
by the negative sign of the reaction term.

Figure 4.1 shows the time evolution of the initial biomass defined by the function� ts! a�( � BD½ D"@¾ø ñ¥ò !5V av(=CLadc ! BDCU[(�½
In this example we have j �XW ½ B . In Figure 4.2 we illustrate the evolution of the initial
biomass given by� t ! av( � �@ ! ø ñ�ò !5YZV av(+*¢ø ñ�ò !OY � V a�(¨*¢ø ñ�ò !5YZW�V av(q(�C9aec ! BiC�U�(=C
where Y�� BD½[A¼�sB W�W @ and, again, j �
W ½ B . In Figure 4.3 we plot the evolution of the initial
biomass � t7! av( � ¹ BD½ D]\7^�ú ! � t7_ 5�` �t7_ 5�` � <ba � (�C9BD½�Uc@�W,adW,Bi½ CB@�CBDC otherwise C(4.3)

until j � �i½ B .
The behavior of the system is essentially determined by the value of the coefficients ~ , �

and 6 in the non-linear diffusion function. For example for ~ � � � � the term
� :; �=< �?> @ in

the diffusion coefficient # % ! �)( is for � � UB < 5 smaller than Us½¥Um-7UB <©� % and in numerical
computation the interface is shifted. The function \ grows very fast away from B and \^! a�( ���½ > -sU[B <©� P for a � U[B < P . This implies that the biomass density inside the biofilm increases
very slowly, while it grows quickly close to the interface, towards the nutrient source, i.e., the
boundaries of the domain. This is due to both, higher nutrient availability at the interface than
inside the biofilm, as well as due to pushing of biomass from inside the biofilm towards the
interface as new biomass is produced in the biofilm (squeezing property). As a consequence,
we get very large space derivatives of M at the interface (i.e., O �O a ). In case (4.3), where f � B
the biomass density was not everywhere positive, this leads simultaneously to a compression
of the biofilm (i.e., �ÍR U ) and to spatial expansion of the biofilm, i.e., to a moving interface.

Since � � æ !`Ò ( , as a result of small perturbations in Ò we have big perturbations in � .
In order to avoid these perturbations and consequently errors, we have to refine the mesh in a
region where the derivative of æ !`Ò ( is large.

Let us consider the case ~ � � � � and pick the remaining parameters as in the previous
examples. Starting computation from the initial cap function � t given by (4.3) after f �BD½�UED"D , the uniform spatial mesh was refined by six moving points in the interval ! a =$<0� Cqa = � � (
where the function æ !`Ò ( took a large jump; consequently, the timestep was refined as well.
Figure 4.4 shows the evolution of the æ !$Ò ( after the time j � Bi½FA�D�D .

Data oscillation is intrinsic information missed by the averaging process associated with
FEM. In our model that happened for some model parameters when the biomass grows fast
or if the two initial colonies merge. The next step is to construct an efficient adaptive FEM
method for the non linear stationary problems which we solve in each time step in order to
ensure a reduction rate of data oscillations; this will be dealt with in a forthcoming study.

4.2. Comparison with alternative approaches. Since no non-trivial solution of equa-
tion (1.1) is explicitly known, we compare the numerical solution obtained with the proposed
method with a solution that was computed by a relaxation method suggested in [10] for a
similar problem. In this relaxation method, for a _�t c ! BiC�U�( the functions d� and dæ are defined
by linearization as
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FIG. 4.4. Solution surface GIHKJMLeN�P for initial data (4.3) with refined spatial grid at the biofilm/water interface.
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FIG. 4.5. Comparison of the proposed transformation method (3.1) with the linearization approach (4.6) for
the choice of parameter f0g9hci j ; the plotted surface shows the difference between both numerical solutions.

dæ ! av( � ¹ \^! a�(=C aeW _vt C\ « !$_ut ( ! aÝ� _ut (¨* \^!$_ut (=C9a � _vt Cd� ! a�( � ¹ a¨C adW _ t C� ! d\µ! a�(k( � æ !{\ « !$_ut ( ! aà� _vt (©* \^!`_vt (q(=CLa � _vt C
Thus, the equation 		� æ !`Ò (£� �s%���Ò?� 3�æ !`Ò (=CLaecdI^Cpf � BiC(4.4)

can be re-written as 		� d� ! ® (Ø� �7%�� dæ ! ® ( � 3 d� ! ® (=CLaecdI^Cpf � BiC(4.5)
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FIG. 4.6. Comparison of the proposed transformation method (3.1) with the linearization approach (4.6) in
section 4.2 for the choice of parameter f,gkhci lml ; the plotted surface shows the difference between both numerical
solutions.

where Ò�� dæ ! ® ( . It is easy to see that the functions d� and dæ are strictly monotone and
Lipschitz-continuous: B&Wnd� « WpUsC B&Wodæ « W \h«{!`_vt (�½
The relaxation approximation scheme of [10] applied to the equation (4.5) works as follows:
On the time level f ¯ � » � f , p ¯ is determined from the linear elliptic equation. ¯ ! p ¯ �qdæ ! ®m¯ <0� (k(¾� � f � % � p ¯ � 3 � frd� ! ®°¯ <0� (=Cp ¯ � B on o�I^C(4.6)

where . ¯ ce� � ! Im( is a relaxation function. Function ® ¯ is determined fromd� � ! ®m¯ ( � � d� � ! ®m¯ <©� (©*�. ¯ ! p ¯ � dæ ! ®m¯ <©� (q(=C
where d� � is the regularization of the function d� ,d� � !{z ( �´� d� !Hz (+* � f O z ½
The relaxation function . ¯ is sought recusively in a finite number of steps. The following
iteration scheme is used:. ¯ ý � <©�s! p ¯ ý � �qdæ ! ®m¯ <©� (q(£� � f � % � p ¯ ý � � 3 � fsd� ! ®m¯ <0� (=Cp ¯ � B on o0I^C(4.7)

where t. ¯ ý � �´� d� ! ® ¯ <©� *�u ¯ ý � ! p ¯ ý � � dæ ! ® ¯ <0� (k(£� d� ! ® ¯ <©� (p ¯ ý � � dæ ! ® ¯ <0� ( * �� � f O C(4.8)

. ¯ ý � � � ð&ñ�ò � t. ¯ ý � C�. ¯ ý � <0� � for 3 � ��C��¶*�UsC�½�½¥½ and. ¯ ý � � � t. ¯ ý � C for 3 � U'C½¥½�½¥C��(4.9)
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with tu ¯ ý � � � ð&ñ�òwv �¶C dæ <0� ! dæ ! ®m¯ <0� (+* � ! p ¯ ý � �qdæ ! ®m¯ <©� (q(£� ®m¯ <©�p ¯ ý � � dæ ! ® ¯ <0� ( x C(4.10)

u ¯ ý � � � ð&ñ�ò � tu ¯ ý � Cru ¯ ý � <©� � for 3 � ��Cq�d*FU'C½¥½�½ andu ¯ ý � � � tu ¯ ý � C for 3 � U'C�½�½�½¥C���½(4.11)

The constants � , � , � and � are parameters of the numerical method that must be chosen
appropriately and case dependent. This is in contrast to method (3.1) introduced above, which
does not require this kind of user interaction. More specific, � c ! BDCU[( , � c ! BDCU[( is close to
1, E � �g��U is an integer, and � �pB is a large constant. Since the difference quotient in
(4.10) needs not be bounded, it is truncated by � . In the points adceI where p ¯ ý � � dæ ! ®m¯ <©� ( ,
the difference quotients in (4.8), (4.10) are defined by d� « ! ®m¯ <©� ( ð?ñ�ò �y�dC �z("{ ; · Þ}| � >$> � ,ð&ñ¥ò �c�dC �z( { ; ·uÞ�| � >`> � , respectively.

The iterations start withu ¯ ý t��´� ð&ñ¥ò �y�dC �dæ « ! ®m¯ <0� ( �7C . ¯ ý t��´� d� «{! ®m¯ <0� (~u ¯ ý t * � f O ½(4.12)

The choice . ¯ ý � �´� t. ¯ ý � , u ¯ ý � � � tu ¯ ý � is not convergent for 3åR E , especially in
the neighborhood of interfaces ( d� « ! a�( � B , dæ « ! a�( � B ). By means of the construction (4.9),
(4.11), the sequences . ¯ ý � , u ¯ ý � are forced to be monotone and hence convergent. In each
time step a linear reaction-diffusion equation (4.6) is solved using the same finite element
method for space discretization that was used above. The arising system of linear equations
is solved directly (while the corresponding non-linear system of (3.1) is solved by the one-
step SOR-Newton method).

In order to compare the relaxation method (4.6) with our method (3.1) in an example,
we consider the initial boundary problem for equation (4.4) on interval I � ! BiC�U[( . Picking~ � � � U , Ò�� B on o0I and the initial function Ò t ��\^! � t ( , where � t is the cap function
given by (4.3). To be able to observe the characteristic behavior of our system in a short time,
we choose � � � Bi½ BB@ and 3 � @ . Again, equidistant spacing in a -direction is used. Figure
4.7 shows the evolution of the initial function until f � U'½ � W calculated by method (3.1).

We operate (4.6) with parameters � � UB �þt , � � U[B'B and ~ � Bi½ D"D�D"D�D . The computa-
tions show hat for our example this method is greatly influenced by the choice of the methods
parameters. The sequences

t. ¯ ý � and

tu ¯ ý � do not converge with respect to 3 in the neigh-
borhood of interfaces. It is not clear, however, how the choice of � influences the result of
the computation. Greater � implies longer computing time (CPU), which makes direct com-
parison of both methods difficult in this regard; e.g., with chosen parameters, the relaxation
method (4.6) needs five times more CPU time than the method (3.1). Figure 4.5 shows the
difference between our solution and the solution computed by the method (4.6) with �?� Bi½ @ ,
while Figure 4.6 show this difference for ��� BD½ D�D .

The experiment was repeated with a smaller time step, keeping the remaining parameters
unchanged. The difference between the solutions of the method (3.1) and method (4.6) is
illustrated in Figure 4.8 for �?� Bi½ @ and in Figure 4.9 for ��� Bi½ D"D .

The results obtained by relaxation method (4.6) can be improved by a variant, in which
for the iteration scheme for . ¯ we uset. ¯ ý � � � d� ! ® ¯ <0� *�u ¯ ý � ! p ¯ ý � � dæ ! ® ¯ <0� (k(¾� d� ! ® ¯ <0� (p ¯ ý � � dæ ! ® ¯ <0� ( C(4.13)
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FIG. 4.7. Solution of the test problem in section 4.2; plotted is the solution surface as computed by the proposed
methods (3.1).
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FIG. 4.8. Comparison of the proposed transformation method (3.1) with the linearization approach (4.6) and
the choice of parameter f�g�hci j with a smaller time-step than in Figure 4.5; the plotted surface shows the difference
between both numerical solutions.

instead of (4.8) and in which the iteration for . ¯ is started with. ¯ ý t � � d� « ! ® ¯ <0� (~u ¯ ý t C(4.14)

This is illustrated in Figure 4.10 for the difference between the solution of the method (3.1)
and the modified relaxation method for f^Wgj � Bi½¥U[� W ; Figure 4.11 shows this comparison
for a decreased time-step (by one order of magnitude) for fhc�A Bi½¥UsCkjml . This method, however,
requires additional analysis.
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FIG. 4.9. Comparison of proposed transformation method (3.1) with the linearization approach (4.6) and the
choice of parameter f�g�hci jmj with a smaller time-step than in Figure 4.6; the plotted surface shows the difference
between both numerical solutions.
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FIG. 4.10. Comparison of the proposed transformation method (3.1) with the linearization approach (4.6),
modified by (4.13), (4.14) with a smaller time-step than in Figure 4.5; the plotted surface shows the difference
between both numerical solutions

5. Conclusion. A numerical method for time-integration of a highly nonlinear reaction-
diffusion equation arising in biofilm modeling was presented. This equation shows two non-
standard effects: degeneracy as in the porous medium equation and a singularity as the de-
pendent variable approaches its a priori known upper bound. The proposed discretization
scheme focuses on the latter effect. It is based on a transformation of the dependent vari-
able. The analysis of the method demonstrated its convergence and stability. By examples
we illustrated that this method compares well with a previously published scheme for similar
problems and a modification thereof. Compared to these alternatives, the scheme proposed
here has the advantage of not requiring any additional a priori information on parameters that
control the behavior of the method. Although the method is perfectly capable of treating the
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FIG. 4.11. Comparison of the proposed transformation method (3.1) with the linearization approach (4.6),
modified by (4.13), (4.14) with a smaller time-step than in Figure 4.10.

singularity in the diffusion coefficient, the numerical simulations show that further attention
must be brought now to space discretization around interfaces, e.g., where the solution has
compact support or when two biofilm colonies merge.
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[6] O. LADYŽENSKAJA, O. SOLONNIKOV, AND N. URAL’CEVA, Linear and Quasilinear Equations of
Parabolic Type, Translations of Mathematical Monographs, V. 23, AMS, Providence R.I., 1968.

[7] M. N. LE ROUX, Semidiscretization in Time of Nonlinear Parabolic Equations with Blowup of the Solution,
SIAM J. Numer. Anal., 31 (1994), pp. 170–195.

[8] H. A. LEVINE AND P. E. SACKS, Some Existence and Nonexistence Theorems for Solutions of Degenerate
Parabolic Equations, J. Differential Equations, 52 (1984), pp. 135–161.
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